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Abstract

This dissertation is concerned with abstract interpretation of programs whose
semantics is defined over finite machine words. Most notably, the considered class of
programs contains executable binary code, the analysis of which turns out demanding
due to the complexity and the sheer number of involved operations. Challenging
for correct yet precise abstract interpretation of binary code are transfer functions,
which simulate the execution of any concrete operation in a program in an abstract
domain. Crucially for correctness, over- and underflows need to be supported
faithfully.

This dissertation argues that transfer functions and abstractions for sequences of
operations over finite machine words can precisely and efficiently be generated, which
contrasts with classical methods that depend on handcrafted transfer functions. To
support this statement, we present an approach that eliminates the time-consuming
process of manually deriving transfer functions altogether. The core of our methods
are specifications of the concrete semantics of sequences of operations, which are
given in propositional Boolean logic. By utilizing SAT and SMT solvers, which
can determine satisfiability of Boolean formulae, we show how to automatically
synthesize optimal abstractions from such semantic specifications. The practicality
of our method is highlighted using abstractions generated for a variety of numerical
domains that are frequently used in abstract interpretation. The abstract domains
considered in this dissertation are, most notably, intervals, value sets, octagons,
convex polyhedra, arithmetical congruences, affine equalities, and polynomials
of bounded degree. Importantly, all presented techniques automatically handle
finiteness of machine words, which manifests itself in over- and underflows.

Once the analysis of a program has terminated, an abstract interpreter often emits
a warning that highlights a potential error in the analyzed program. Since abstract
interpretation computes an over-approximation of the states reachable in a concrete
execution, such a warning may be spurious. For this setting, we present variations of
our methods, which compute complete abstractions. Then, it is possible to provide
guarantees about actually reachable states, which allows us to do both, identify a
warning as spurious or generate a legitimate counterexample trace.






Zusammenfassung

Diese Dissertation ist im Fachgebiet der abstrakten Interpretation angesiedelt und
beschéftigt sich mit der Analyse von Programmen, deren Semantik iiber endli-
chen Registern definiert ist. Insbesondere beinhaltet diese Klasse von Programmen
ausfiihrbaren Maschinencode, dessen Analyse sich wegen der Komplexitéit und An-
zahl der Operationen anspruchsvoll gestaltet. Eine Herausforderung fiir korrekte und
zugleich prézise abstrakte Interpretation von Maschinencode stellen Transferfunk-
tionen dar, welche die Ausfithrung aller konkreten Operationen eines Programmes
in einer abstrakten Domine simulieren. Insbesondere miissen Uber- und Unterliufe
von Registern modelliert werden, um die Korrektheit der Analyse zu gewéhrleisten.

Die in dieser Dissertation vertretene Kernthese ist, dass Transferfunktionen fiir
Sequenzen von Operationen iiber endlichen Registern prézise und effizient generiert
werden konnen. Diese These steht im Gegensatz zu klassischen Verfahren, welche den
Entwurf von Transferfunktionen vornehmlich als manuellen Prozess vorsehen. Um
diese These zu untermauern, prisentieren wir einen Ansatz in dem der zeitaufwendi-
ge Entwurf von Transferfunktionen entféllt. Im Mittelpunkt unseres Losungsansatzes
steht eine Spezifikation der Semantik einer Sequenz von Operationen in Form von
Boolescher Logik. Mit Hilfe von Werkzeugen, welche die Erfiillbarkeit aussagen-
logischer Formeln iiberpriifen, synthetisieren wir aus einer Spezifikation in einem
automatischen Prozess Abstraktionen mit maximaler Aussagekraft. Die Praktika-
bilitdt dieses Ansatzes zeigen wir fiir eine Vielzahl numerischer Doménen, welche
héufig in der abstrakten Interpretation eingesetzt werden, insbesondere Interval-
le, Wertemengen, Oktagone, konvexe Polyeder, arithmetische Kongruenzen, affine
Gleichungen und Polynome beschriankten Grades. Hierbei wird die Endlichkeit der
Register, welche sich in Uber- und Unterldufen manifestiert, automatisch modelliert.

Ist die Analyse eines Programms abgeschlossen, so wird von einem Analyse-
werkzeug unter Umsténden eine Warnung ausgegeben, welche einen potentiellen
Fehler im analysierten Programm anzeigt. Da abstrakte Interpretation auf Basis von
Uberapproximation eine Obermenge der erreichbaren Zustéinde eines Programms be-
rechnet, kann solch eine Warnung unberechtigt sein. Fiir dieses Szenario présentieren
wir Varianten der vorgestellten Algorithmen, welche vollstdndige Abstraktionen
generieren, so dass sich Garantien iiber tatsdchlich erreichbare Zusténde ableiten
lassen. Auf dieser Basis konnen sowohl unberechtigte Warnungen identifiziert als
auch Gegenbeispiele generiert werden, welche einen fehlerhaften Pfad anzeigen und
somit die zugrundeliegende Warnung validieren.
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1 Introduction

In model checking [8, 64], the behavior of a system or program is formally specified
as a model that describes how state changes as the system progresses. All paths
through the model are then exhaustively checked against its requirements, which
are typically expressed in some temporal logic [97, 181]. The detailed nature of the
requirements entails that the program is simulated in a fine-grained way, sometimes
down to the level of individual bits [69, 208, 231]. This approach, however, may
lead to state explosion since the number of states in a system is exponential in the
number of system variables, the sizes of their domains, and the number of concurrent
components [67]. Verification efforts based on such a fine-grained representation of
the system may therefore be prohibitively expensive. Because of the complexity of
this reasoning, there has been much interest in representing states and transitions of a
program symbolically [51, 52|, e.g., as Boolean functions [47]. This approach enables
states that share some commonality to be represented without duplicating their
commonality. Such methods have thus promoted the dispersal of model checking [67]
and have found applications in both, hardware and software verification.

By way of comparison, the key idea in abstract interpretation [77] is to abstract
away from the detailed nature of states. Then, a program analyzer operates
over classes of states which are related in some sense, rather than individual
states. If the number of classes is small, then all paths through the program
can be examined without incurring the problems of state explosion. For example,
abstract interpretation for asserting safety properties typically summarizes traces
into collections of states, thereby trading the ability to distinguish traces — which
is a necessity for verifying temporal logic formulae — for computational tractability.
The classes of states themselves are drawn from a so-called abstract domain, which
typically exhibits the structure of a (semi-) lattice. When constructed carefully,
the classes of states can preserve sufficient information to prove correctness of the
system. Yet, often so many details are lost when working with classes that the
technique cannot infer any useful information. In these situations, the program
analyzer generates a spurious warning. These so-called false positives are a major
hindrance for the practical applicability of program analyzers [24], except those
crafted for a specific application domain [83-85].



1 Introduction

1.1 Abstract Interpretation of Machine Arithmetic

The precision of abstract interpretation frameworks [80], although sound by con-
struction, critically depends on the expressiveness of the classes as well as the
class transformers chosen to model the operations that arise in the program. Class
transformers are also known as transfer functions [134]: they express how a program
statement transforms a class on input into a class on output. If an input is described
by a class, then the transfer function is required to simulate the execution of the
instruction by computing a class which faithfully describes the output. Traditionally,
transfer functions have been designed manually for each operation and each abstract
domain, prior to the analysis, albeit following some well-established design principles
(cp. [77, Sect. 9.2.3]). Handcrafting transfer functions, however, is difficult [115], es-
pecially when the instructions are low-level, diverse, and operate over finite machine
words [186, Sect. 3]. This is because classes are themselves expressed as high-level
geometric concepts such as affine [136] or polyhedral [82, 166, 224] spaces, thereby
presenting a semantic gap that needs to be bridged.

1.2 The Drive for Automatic Abstraction

Recently, there has been increasing interest in computing transfer functions in a
fully automatic way as part of the analysis itself [31, 32, 39, 144, 145, 197, 228—
230], which is usually implemented on top of a decision procedure that computes
the desired abstractions. The most descriptive transfer functions are also called
symbolic best transformers [197], and the process of deriving them (and also non-
optimal ones) is referred to as automatic abstraction. The high degree of automation
clearly provides a way to tame the aforementioned gap between the concrete and
the abstract semantics of low-level programs. Another motivation for automatic
abstraction stems from the desire to reason about basic blocks, i.e., sequences of
program statements, as a whole, rather than single operations. This approach was
advocated by King and Sgndergaard [144, 145] for linear congruences [115] in the
context of verifying bit-twiddling code. Most notably, they have shown that this
technique can greatly improve precision of the abstraction when there is a tight
coupling between the different instructions that constitute a basic block.

To illustrate the value of block-wise abstraction compared to classical abstraction
of single operations, consider a concrete operation g : C' — C' in a program, which is
simulated using an abstract analogue f: D — D. Here, C and D denote domains
of concrete values and abstract descriptions, respectively. Then, f is designed to
faithfully model its concrete counterpart g in the following sense: if d € D abstracts
a concrete value ¢ € C, then the result of applying g to c is abstracted by applying
f to d. Now suppose that a basic block is formed of n operations g1, ..., g,, and
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each concrete operation g; has its own abstract counterpart f;. Suppose too that
the concrete input to the sequence ¢ € C is described by an input abstraction d € D.
Then, the result of applying the n concrete operations to the concrete input c is
described by applying the composition of the n abstract transfer functions f1,..., fx
to d, i.e., (gno...0¢g1)(c) is abstracted by (f, o...o f1)(d).

However, it is important to appreciate that a more descriptive result can be
obtained by deriving a single transfer function f for the basic block as a whole,
designed so that f abstracts the entire sequence g, o...0g;. To illustrate the gain in
precision, consider a program fragment XOR RO R1; XOR R1 RO; XOR RO R1 which
swaps the contents of two registers RO and R1 without involving a third. If the
involved operations are abstracted on their own using the domain of equalities, then
the outcome of the block is unknown because an exclusive-or instruction considered
in isolation does not preserve equality. By way of contrast, block-wise abstraction
reveals that RO on output equals R1 on input, and vice versa. Of course, basic blocks
are program-dependent, whereas instructions are not. Such an approach thus relies
on automation rather than human intervention [31, 32, 144, 145, 167].

1.3 Automatic Abstraction and Quantification

The process of block-wise abstraction, however, critically depends on some form of
quantification, and thus, on quantifier elimination algorithms [31, 167, 168]. Consid-
ering again XOR RO R1; XOR R1 RO; XOR RO R1, block-wise automatic abstraction
deals with the problem of finding a relation between registers RO and R1 on input and
the values of the same registers on output. If the semantics of the above program
fragment is expressed as a logical formula, intermediate variables within the block
are required to express the relationship between the inputs and the outputs. In
the above block, the value of RO after the first XOR instruction is an exemplar of
such an intermediate variable. To obtain a direct relationship between the inputs
and outputs, it is necessary to eliminate these variables, which are existentially
quantified. The relationship is then direct in the sense that intermediate variables,
which occur in the semantic specification, are removed, giving a formulation that
describes the outputs of the block as a transformation of the inputs.

Monniaux [167, 169] has addressed the vexing question of automatic abstraction
by focussing on linear template domains [206]. He showed that, if the concrete
operations are expressed as piecewise linear functions, then it is possible to derive
transformers for blocks and loops by quantifier elimination. To illustrate the role
of quantification in his approach, suppose a block mutates a variable z, depending
on the values of inputs y and z. To derive a transfer function for intervals, it is
necessary to ascertain how the maximal value of x on exit from the block, denoted
Ty, relates to the extremal values of y and z, respectively, likewise denoted y¢, ¥u,
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z¢, and z,. The value of x, can be specified in logic, asserting that:

1. for all values of y and z such that y, <y <y, and z; < z < z,, the value of x
is smaller than or equal to z,, and

2. for some value of y and z such that y, <y <y, and z; < z < z,, the variable
x takes the value of z,,.

Since the “for all” can be expressed with universal quantification and the “for
some” is expressed with existential quantification, these requirements are naturally
formalized as a specification with alternating quantifiers. Quantifier elimination is
then applied to find a direct linear relationship between the maximal value x,, of x on
exit of the block and the extremal values of y and z on entry. A direct relationship
between the minimal value x; of x and the extremal values of y and z can be found
analogously. This construction is ingenious but no polynomial elimination algorithm
is known for piecewise linear systems, or is ever likely to exist [57], and indeed,
quantifier elimination remains a computational bottleneck.

1.4 Automatic Abstraction using Boolean Formulae

By way of comparison, this dissertation focusses on the problem of computing
symbolic best transformers for programs whose semantics is specified over finite
bit-vectors, which is akin to reasoning about assembly or binary code, rather than
piecewise linear systems. We suggest to express the semantics of programs in the
computational domain of propositional Boolean formulae — an idea that is familiar
in model checking [69] where it is colloquially referred to as bit-blasting — and
directly benefit from impressive progress on automatic decision procedures such as
SAT or SMT solvers. Since bit-vector formulae are more expressive than piecewise
linear formulae, one would expect automatic abstraction to be at least as difficult;
or even harder, since these formulae are discrete. From a theoretical point of view,
this is a reasonable expectation. Yet, careful engineering and elegant ideas have
advanced SAT and SMT solvers to the point they can rapidly decide satisfiability of
structured problems involving thousands of variables and clauses [50].

In essence, it is our thesis that SAT and SMT solving, as an elementary mechanism
for reasoning about correctness of programs whose semantics is expressed over finite
machine words, has become a practical and scalable proposition to implement
and compute abstract interpretations. One advantage of this approach is that
it is amenable to instructions whose semantics is presented as Boolean formulae.
This advantage dovetails with the rise in popularity of SAT-based (bounded or
unbounded) model checking since propositional encodings are readily available
for instructions [39, 69, 111, 186]. Encodings for other, non-standard operations,
can easily be derived from commonly known templates [19, 39, 43, 214]. When
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representing the semantics of real-world programs using piecewise linear systems,
it is often unclear how to express some instructions (such as bitwise exclusive-or),
whereas a specification in Boolean logic can be derived straightforwardly.

By reformulating the approach described by Monniaux [167, 169] in Boolean logic,
we obtain a collection of different methods that avoid the computational problems
associated with eliminating universally quantified variables from linear systems.
Whereas automatic abstraction for linear systems relies on complicated elimination
algorithms, this is different for Boolean formulae in conjunctive normal form (CNF).
To illustrate, consider computing Vz : ¢, where ¢ = (zV —y) A (-z Vy V —z). By
expanding the formula to eliminate x, we obtain:

Voo = gl 0Aplz—1 = (-y)A(yV-z)

Observe that Vx : ¢ can likewise be obtained directly from ¢ by removing all
literals that involve x from . This is no coincidence, and indeed the approach
can be applied to any formula in CNF not containing a vacuous clause [148]. The
simplicity of universal quantifier elimination, however, contrasts with the difficulty
of existential elimination. Yet, as one contribution of this dissertation, we will see
that it is possible to efficiently implement this operation using algorithms [33, 42]
which are based on incremental SAT solving [242].

Crucially for performance, we also provide methods that avoid quantifier elim-
ination altogether. Then, a solver is repeatedly invoked to find models of a
Boolean formula. This approach contrasts with that of deriving a formula that
specifies abstract relations directly on the bit-level. As an example, consider an
octagonal inequality z + y < d [166]. The constant d € Z is characterized as
d =min{c € Z | Vx : Yy : P(z,y) = (z +y < ¢)} where P(z,y) is a predicate
constraining x and y. Further, given a machine with word-length w, the maximal
value of a register in an unsigned interpretation is 2 — 1. We can thus derive a
constraint 0 < d < 2- (2% — 1) for d, which can be expressed disjunctively as:

0<d<2v—1) v (2v<d<2-(2¥-1))

To determine which disjunct characterizes d, it is sufficient to test the formula
Jz: Jy : P(x,y)A\(x+y > 2¥) for satisfiability. If satisfiable, then 2% < d < 2-(2%—1)
is entailed by d, and 0 < d < 2% — 1 otherwise. We proceed by decomposing the new
characterization into a disjunction and repeating this step w times to give d exactly.
Hence, reformulating the problem as a sequence of queries to a SAT solver finesses
the problem of quantifier elimination. An attractive property of this approach is
that the method will profit directly from any future progress made on off-the-shelf
SAT and SMT solvers [94, 159], which are readily (and freely) available.
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1.5 Abstraction using Varieties of Domains

A further compelling attribute of our approach is that the interdependence between
the low-level description of the concrete semantics of a program and its high-level
geometric abstraction is dissolved. Given a logical formulation of the concrete
semantics of program statements, we present a framework which supports the
generation of transformers for virtually any abstract domain, solely limited to those
of finite height, and derive dedicated procedures that efficiently compute abstractions
of bit-vector relations for a set of different abstract domains. The aforementioned
limitation to finite domains indeed is an insignificant one for reasoning about bit-
vector programs since state can always be represented finitely (the termination
problem, e.g., is decidable and countable [75, App. B]). Using this method, a
large number of abstract interpretations can be derived directly from the concrete
semantics of the program without human intervention; in this dissertation, we
present methods for intervals, value sets, arithmetical congruences, octagons, convex
polyhedra, affine equalities, and polynomial equalities of bounded degree.

Support for a set of abstract domains is indeed a key feature of our approach,
as state-of-the-art abstract interpreters such as ASTREE rely on combinations of
abstract domains to keep the number of spurious alarms at a minimum [83-85].
This is because the domains can capture different behaviors, and the framework of
abstract interpretation provides a way to combine the information discovered by
each abstract domain using a construction known as the reduced product [77, 86],
or variations thereof. Automatic abstraction on top of Boolean logic thus provides a
suitable technology not only to tame the difficulty of handcrafting transfer functions,
but also reduces the workload for supporting different abstract domains.

1.6 Contributions

The key contributions of this thesis are:

e We present two algorithms for existential quantification on propositional
Boolean formulae in CNF using incremental SAT solving. The first algorithm
is designed to be anytime — it can be interrupted prematurely — whereas
the second one dismisses this property in favor of efficiency.

e We show that quantifier elimination can form part of SAT-based value set anal-
ysis, which we apply to automatically compute invariants from unstructured
binary code to recover a sound, yet precise, control flow graph.

e We adapt the formulation of automatic abstraction based on Monniaux [167,
169] to the setting of quantified Boolean formulae, thereby benefiting from a
tractable form of universal quantification for CNF [148, Chap. 9.2.3].
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o We further provide algorithms which compute the least sound abstraction of a
propositional Boolean formula in different abstract domains using incremental
SAT solving. Specifically, we support value sets, intervals, octagons, convex
polyhedra, arithmetical congruences, affine equalities, and bounded polyno-
mials. For efficiency, these algorithms exploit the structure of the underlying
abstract domains, and thus outperform general-purpose ones [197].

e We study different techniques to derive transformers from the aforementioned
abstractions. These transfer functions then express, e.g., how an octagon on
input into is transformed into an octagon on output using a polynomial map.

e We provide a technique for extrapolation, based on the observation that
programs defined using the same instructions but over differing bit-widths
frequently exhibit a high degree of similarity. Yet, deriving abstractions for
bit-vectors of width, say, 64 is challenging performance-wise. We therefore
show how to extract small-scale abstractions from small bit-vectors — e.g., of
width 8 — and then lift these relations to wider bit-vectors.

e We propose a technique to find legitimate traces that reveal actual defects using
backward analysis. To do so, we present an algorithm that converges onto a
complete abstraction from below. Resting backward analysis on completeness
then allows us to compute weakest preconditions, which is required to classify
a counterexample trace as either spurious or legitimate.

In summary, this thesis presents techniques that automatically generate abstractions
of programs defined over finite machine words. Given a logical characterization of
the basic blocks that constitute the program, abstractions and transformers are
computed, rather than designed manually. This entails that a program analyzer
based on our methods needs to provide (1) logical characterizations of the program
statements, (2) an algorithm that provides fixed-point iteration, and (3) implemen-
tations of standard lattice operations such as join in the abstract domains used.
The cumbersome and difficult part of implementing and evaluating the concrete
operations of a program in an abstract setting is avoided altogether.

1.7 Outline

Expositionally, our contributions are laid out as follows. First, Chap. 2 presents
two algorithms for SAT-based existential quantifier elimination. Then, Chap. 3
presents a method that uses our quantification technique to compute interval and
value set abstractions from executable code. These abstractions are then used to
reconstruct jump targets from the binary, thereby providing a sound approximation
of the control flow graph. The following Chap. 4 focusses on abstractions for the
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domains of octagons, convex polyhedra, arithmetical congruences, affine equalities,
and polynomial equalities of bounded degree. For each abstract domain, a dedi-
cated abstraction procedure is provided. From the abstractions, we derive transfer
functions that express how an abstract state on input to a block is mapped to an
abstract state on output, which is detailed in Chap. 5. Whereas Chap. 4 and Chap. 5
focus on sound abstractions, Chap. 6 targets the problem of computing complete
abstractions so as to infer definitive counterexample traces. The aforementioned
chapters each contain experimental results and comparisons to related work. Finally,
this dissertation concludes with a discussion in Chap. 7.

1.8 Bibliographic Notes

This dissertation is, at least to some extent, based on work that we have described
in refereed publications. Lines of argumentation similar to those used in this chapter
have been used to motivate our work in [31-35]. Prime implicant generation, which is
described in Chap. 2.1, is part of algorithms presented in two conference papers [33,
42]. Following, Chap. 2.2 and Chap. 2.3 are based on these two publications.
Likewise, Chap. 3, which presents a SAT-based value set analysis for control flow
reconstruction, is based on two papers [41, 187]. The abstraction procedure for
octagons in Chap. 4.2.1 was first presented in [32], whereas affine abstraction in
Chap. 4.2.5 was introduced in [31]. The characterization of transformers as quantified
Boolean formulae in Chap. 5.2 has first been described in [31]. However, the
technique presented in [31] used resolution-based quantifier elimination, rather than
the SAT-based techniques employed in this thesis. An extended article [34], which
generalizes the paper [32], is currently under review. Chapter 6, which describes the
generation of complete abstractions, is inspired by a conference publication, too [35].
However, [35] relies on state representations and transformers in Boolean logic,
whereas Chap. 6 presents novel, complete abstractions for domains such as affine
equalities. All techniques for reasoning about relations between program variables
are based on relational encodings for bit-vector programs, which are heavily inspired
by the AVR and Intel MCS-51 microcontroller instruction sets. We have described
similar encodings in previous works [31, 32, 34, 35, 39, 43, 187].

During the course of our doctoral studies, we have worked in different areas
which are not directly related to this dissertation. Most notably, we have worked
on state-space reductions for explicit-state model checking based on static analy-
sis [25, 118, 119, 188, 189, 191, 210, 211], on verification techniques for programmable
logic controllers [26-28, 209], on control-structure refinement using abstract inter-
pretation [38], on pointer analysis and low-level memory models [22, 36], on stack
analysis [37], and on runtime verification of microcontroller code [190, 192-194].



2 Existential Quantification as
Incremental SAT

The problem of eliminating variables from Boolean formulae using existential quan-
tification is ubiquitous in formal verification [2, 29, 75, 103, 104, 152, 164]. The
benefit of novel, improved algorithms which solve this problem is thus not limited
to our indicated applications in automatic abstraction of bit-vector programs. As
a concrete scenario, consider predicate abstraction [107], from which we take an
example that we develop in what follows. In predicate abstraction, a finite set of
predicates is used to express properties of — and relationships between — program
variables at different points in the program. An abstract state of the program in
this domain can then be described by a cube — a conjunction of literals — over
the set of predicate symbols, and likewise a set of states as a disjunction of cubes.
As in symbolic model checking [51, Sect. 2], existential quantifier elimination then
arises during the computation of successor states. Adapting an example from [152],
suppose predicates X = {z1,...,26} and Y = {y1,...,ys} express state at two
consecutive program points. Further, suppose the transition relation between the
states at these two program points is expressed as a Boolean function over X UY":

_ { (22 Ay2) A=y Ay2) A ((ma A g) = Y1) A
a (r3 < ya) A (24 © y3) N (25 © y6) N (26 < Ys5)

If the set of states at one program point is described by the formula

(331 N o Axg N\ -2y N X5 A _“736) \Y
(1 A —xo A —wg A 24 A 25 A T6)

then the state at the next program point is given as 3X : £ A u. Existential quantifier
elimination, which is in this context also referred to as image computation, then
amounts to removing from & A p all information pertaining to the variables in X.
The operation thus yields a formula that ranges only over the predicates Y.

Quantifier Elimination using Model Enumeration This chapter is concerned with
techniques for computing a quantifier-free formula 3X : ¢ in CNF using incremental
SAT solving, where X and Y are sets of propositional variables and ¢ is itself
presented in CNF. The quadratic nature of each transformation step renders the
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application of traditional techniques such as binary resolution impractical when X is
large compared to vars(p) [148, Chap. 9.2.3]. Sometimes, binary decision diagrams
(BDDs) are used to compute 3X : ¢ [47, 51, 102]. Yet, SAT-based techniques
are favored when the set of of variables Y = vars(y) \ X is small compared to
vars(p) [50, 152]. Such techniques invoke a SAT solver to find a model of ¢, and
then extract a cube

C]- = (/\yleYI yl) /\ (/\yQEYQ ﬁyz)

for which ¢ A ¢ is satisfiable and Y7 and Y5 partition Y, i.e., Y1 NY; = () and
Y1 UY, =Y. Then, ¢; entails 3X : ¢, formally ¢; = 3X : ¢. The blocking clause
¢ is then added to ¢ to give ¢ A —¢p and the process is repeated to enumerate
all such cubes cy,...,¢,. During enumeration, the cubes cy,...,c, are typically
stored in a BDD which converges onto 3.X : ¢ from below. Each intermediate BDD
clearly under-approximates 3X : ¢. A CNF representation of \/!" ; ¢; can then
be extracted from the BDD, e.g., by following all (conjunctive) paths di,...d,, in
the BDD which lead to the false leaf and negating the disjunction /i, d; to give
Ait; —d; in CNF. In his seminal work on SAT-based unbounded symbolic model
checking, McMillan [164, Sect. 1] critiqued this approach by pointing out that:

“CNF and SAT-based quantifier elimination can be exponentially more
efficient than [..] BDDs in cases where the resulting fized points have
compact representations in CNF, but not as BDDs.”

BDDs have been used to store the cubes as it is believed that they offer a time- and
space-efficient data structure for storing the image, i.e., the quantifier-free formula.
Further, contemporary BDD packages such as CuDD [226] or BUDDY [72] provide
built-in support to convert a BDD into CNF. BDDs can thus straightforwardly be
combined with SAT-based approaches to quantifier elimination. However, this does
not preclude computing CNF directly, especially if the size of the CNF is smaller
than that of the BDD [164, Sect. 6].

Contributions Our contribution can be considered a response to the agenda set by
McMillan. It consists of two novel methods for computing the image as a compact
CNF formula. The novelty of our algorithms, compared to those of McMillan and
others, is that they do neither require modifications to a solver nor integration with
BDDs. They can thus compactly be implemented on top of existing SAT engines
using a few hundred lines of program code only. In both approaches, the quantifier
elimination problem is reduced to that of finding cubes of minimal size, each of
which entails 93X : ¢. We show how this problem can be encoded as a SAT instance
if properly combined with sorting networks so as to obtain cardinality constraints
(see Chap. 2.1). This encoding is the key ingredient of both algorithms. Yet, the
algorithms presented herein differ in the following sense:

10



2.1 Prime Implicant Generation

e The first algorithm (see Chap. 2.2) is designed to incrementally produce a
sequence of formulae that converges onto 3X : ¢ from above. Hence, the
algorithm possesses the attractive anytime property, i.e., it “[..] can be
terminated at any time and will return some answer [..] in some well-behaved
manner as a function of time” [92, Sect. 3]. Such algorithms can thus be
preempted prematurely without compromising soundness [23].

e The second algorithm (see Chap. 2.3) decomposes the elimination problem
into two phases. First, prime implicant enumeration is applied to compute a
DNF representation of 3X : ¢, followed by CNF conversion using the same
technique. The former phase is non-interruptible (the latter phase still is), but
the algorithm is more efficient.

We show that our formulation finesses the need for a complicated quantifier elimina-
tion procedure such as the DPLL-style algorithm by McMillan [164, Sect. 2] or model
enumeration using heuristics by Lahiri et al. [152, Sect. 3.2]. Furthermore, with a
BDD-based approach, the sizes of the BDD itself and of the resulting CNF formula
(and thus the runtime needed to compute it) are very sensitive to the variable
ordering (cp. [49, 70]). This holds true even when dynamic reordering is applied.
By way of comparison, the algorithms described herein actually produce a compact
CNF representation without the application of heuristics, thereby challenging the
belief that BDDs are necessary for existential quantifier elimination.

Structure of the Presentation Each of the key ingredients of this chapter, namely,
prime implicant generation as well as the two different quantifier elimination algo-
rithms, is presented in its own section. In each section, the algorithm is presented by
means of a worked example, followed by a discussion of formal correctness arguments.
Experimental results are then presented in Chap. 2.4. Finally, the chapter concludes
with a presentation of related work in Chap. 2.5 and a discussion in Chap. 2.6.

2.1 Prime Implicant Generation

An implicant of a propositional Boolean formula ¢ is a cube ¢ such that ¢ = ¢ and
vars(c) C vars(yp), i.e., every model of ¢ is also a model of ¢. A prime implicant of ¢,
in turn, is an irreducible cube that entails . Therefore, shortest prime implicants
deliver the most descriptive under-approximations of ¢ among all implicants. The
key idea behind both techniques for quantifier elimination is thus to compute shortest
prime implicants of a propositional Boolean formula 3.X : ¢ so as to rapidly converge
onto the set of solutions of 93X : p. To do so, it is necessary to draw the literals
in each implicant ¢ only from variables in Y. This chapter presents a dual-rail
transformation [48] of the problem which serves this task. Then, the transformed

11
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formula is passed to a SAT solver and the resulting model is turned into a prime
implicant of 3X : ¢. The encoding is further paired with sorting networks [146]
to enforce cardinality constraints [95] on the sizes of the implicants. The force of
this construction is that it allows us to derive shortest prime implicants of 3X : ¢
automatically using SAT solving; it is thus fundamental for the algorithms presented
in Chap. 2.2 and Chap. 2.3. We build towards this technique using ¢ = (§ Av) from
the introduction and demonstrate how to compute prime implicants of X : .

2.1.1 Dual-Rail Encoding for Implicant Generation

To compute an implicant of 3.X : ¢ using SAT solving, it is first necessary to convert
¢ into CNF, for which we introduce a set of fresh Tseitin variables 7' [178, 234]. The
fresh variables are themselves existentially quantified. The according transformation
yields a formula 1) which is equisatisfiable to ¢. Then, vars(y)) = X UY UT and
suppose that Y = {y1,...,yx}. We introduce two disjoints sets

Y*z{yf,...,y,j} Y’lz{yl_,...,yk_}

of fresh variables and replace each occurrence of the positive literal y; in ¢ with yf .
Likewise, we replace each occurrence of —y; in v with y,”. To ensure that yl+ and
y, cannot hold simultaneously, the transformed formula is further augmented with:

N (5w v =)

Let 7(¢) denote this syntactic transformation, which yields a formula in CNF that
is defined over propositional variables V = X UY T UY~ UT. The intuitive idea
behind this transformation is to construct a formula that has the same models as
1 but does not force each variable y; € Y to be assigned either 0 or 1. Instead, a
model of 7(1)) may contain assignments of 0 for yj as well as for y;". Such a case
entails that the model holds for either value of y;, i.e., its validity does not depend
on y;. Passing 7(¢) to a SAT solver yields a model m; : V' — B, such as:

1 —1, x20—0, 23—~1, z4—0, z5—1, x24—0
m; = yfr»—>0, y;»—>0, y§”—>0, yi»—>1, y;r»—>0, yg»—>1
Yy =1,y =1, y3 =1, yy =0, ys =1, yg —0

Note that the Tseitin variables T" have been omitted for the purpose of presentation.
The same model m; can be represented as a subset of V', namely:

{veV|m(v) =1}

Henceforth, we shall use both representations interchangeably. Then, the variables
inmy N (YT UY ™) define a conjunction of literals py (mj) over the variables Y as:

py(mi) = (A{yily eminY A (A{-wily eminY})
= (my1 Ay Ay Ays A —ys A ye)

12
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The cube py(m;) entails 3X : ¢ as well as 3X : 3T : ¢b. However, please observe
that py (my) is not a prime implicant of 3X : ¢ because the SAT solver could also
have produced a model ms defined as:

z1—1, x2—0, 23—1, z4—0, z5—1, x6—0
my = yfn—>0, y;n—>l, y;n—>0, yin—>l, y;n—>0, yg»—>1
Yy =1, yy =0, ygr—>1, Yy, — 0, ygt—>1, y&*—)()

Then, py (msg) = (=y1 Aya A —ys Aya A =ys A yg) and py (mg) = 3X : ¢. From this
we can also deduce py(mi) V py (msg) = 3X : ¢, and simplification gives:

py(my) Vpy(ma) = (—y1 A-y3 Aya A —ys A ye)

We clearly have (—y; A —ys Ays A —ys Aye) E 3X : . This entails that py (m;) and
py (mg) are both reducible implicants of 3X : ¢, since (—y1 A —y3 A ya A —ys A ys)
provides a more descriptive under-approximation of 3X : ¢ than py(m;j) or py (my)
in separation. In the following section, we will therefore refine this encoding and
demonstrate how to systematically infer shortest prime implicants.

2.1.2 Computing Implicants of Fixed Length

To derive shortest prime implicants, we turn to sorting networks [146]. Examples
of sorting networks for 3 and 4 bits are given in Fig. 2.1. The 3-bit sorter on the
left-hand side of Fig. 2.1 has 3 input bits on the left and 3 output bits on the
right. It also contains 3 comparison operations, indicated with vertical bars, which
compare and if necessary swap bits. A comparator assigns its outgoing upper bit to
the maximum of its two incoming bits and its outgoing lower bit to the minimum.
Since maximum and minimum in this context correspond to the logical symbols Vv
and A, a comparator with incoming bits i1 and 75 as well as outgoing bits 01 and o9
can be encoded propositionally as the formula:

(01 i \/ig) A (02 i /\ig)

The value of a sorting network is that it can be applied to express the sum of k
propositional variables in no more than 12k([logy(k)] + 1) ternary clauses where
the sum is represented in a unary fashion [95]. The 3-bit sorter in Fig. 2.1, for
instance, over inputs I = {iy,1i2,i3}, outputs O = {01, 02,03} and internal auxiliary
bits A = {aj, a9, a3}, can be encoded propositionally as:

(a1 iV ig) A (CL2 i A ig)
o3 = (a3 —as V i3> A (03 < ag N\ ’ig)
(01 <> a1 Vaz) N (024> a1 Na3)

A
A

13
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Moreover, by instantiating the output bits to fixed unary value, a cardinality
constraint can be obtained. For example, by constraining the output bits of the
4-bit sorter to 1100, a cardinality constraint is derived which ensures that exactly
2 of the 4 input bits to the sorter are set. Constraining the output bits to 1110
would ensure that exactly 3 input bits are set. Such cardinality constraints can
be imposed in conjunction with the formula 7(¢) in order to enforce the discovery
of the shortest implicants first, and thereby prevent redundant implicants to be
found. Returning to the example discussed in the previous section, we observe that
the aforementioned redundancy by implicants py (mi) and py (mg) would not have
occurred, had the SAT solver first found the following model:

1 —1, x20—0, 23—1, z4—0, x5—1, x5—0
ms = yf»—>0, y;»—>0, y;»—>0, yi»—>1, y;»—>0, yg»—>1
yp =1, Yy =0, y3 =1, y; =0, ys =1, yg —0

To guarantee that shortest prime implicants are found first, we introduce a set
Y+ = {yf,...,y} of fresh variables. These variables serve as inputs to a k-bit
sorting network. Each variable yz:IE € Y* indicates whether yf or y; appears in the
implicant; if so, y* evaluates to 1, and to 0 otherwise. To connect the y;" and ;"
variables to the respective yii7 a conjunction /\f:1 0; is introduced, where:

0 = yff(y?Vy{) N N
= (~yit VYT V) A"V oY) Ayt Vo)

Given a k-bit sorter oy, with output variables {o1,...,0}, a formula whose models
describe implicants of 3X : ¢ of length ¢ with 1 < ¢ < k is obtained by augmenting
7(v) with a constrained sorting network as follows:

w(@) = @) Ao (N2 6) A (AZy08) A (A o)

Since 1¢(v)) is unsatisfiable for [ € {1,...,4}, we deduce that 3X : ¢ does not possess
implicants shorter than 5. Testing 75(1)) for satisfiability yields the model ms as
above, which defines:

py(m3z) = (—y1 A—ys Ays A =ys A Ys)

Adding a blocking clause —py (mg3) to ¢ suppresses both, m; and my. Note that
although the clauses ( /\f:1 0i) N ( /\f:( 41 —0;) must be rescinded once all the impli-
cants of length £ have been found, this sub-formula is itself a cube. The force of this
is that SAT solvers support assumptions which are cubes. The assumption is added
to the instance, thereby binding some variables, but these bindings are discarded
once a model is found, in readiness for the next call to the solver. Conveniently,
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Figure 2.1: Sorting networks for 3 and 4 bits; vertical bars indicate comparators

this lightweight version of incremental SAT is sufficient to support the above algo-
rithm. To summarize, we have thus far introduced a transformation map 7 for a
dual-rail encoding which, if paired with sorting networks and respective cardinality
constraints, can be used to derive shortest prime implicants of X : .

2.1.3 Formal Correctness

To prove the formula transformations introduced so far correct, let Booly denote the
class of propositional formulae over the set of variables V. Suppose that two disjoint
sets X and Y partition V, ie., XNY =0 and X UY = V. We shall now consider
the problem of computing an implicant of 3X : ¢ where the formula ¢ € Booly
is presented in CNF. The transformation is formalized as a map 7 on the set of
literals Lity = {v,—wv | v € V'}. This map is, in turn, defined in terms of sets of
propositional variables Y = {y* |y € Y} and Y~ = {y~ | y € Y} for which we
assume that YT NY~ =0 and (YTUY )NV =0.

Definition 2.1. The literal transformation map 7 : Lity — Lity+,y-ux and its
inverse 71 : Lity+y-ux — Lity are defined as follows:

yt l=yandycyY y l=yTandyeY
Tl)=qy :l=-yandyeY i) ={-y :l=y andyecY
l : otherwise l : otherwise

A clause is considered to be a set of literals to simplify the lifting of the literal
transformation map to clauses. Thus, if a clause is merely a set C' C Lity then
7(C) ={7(l) | | € C}. Likewise, 7 can be lifted to a formula ¢ C p(Lity). Given
a set W C Lity of literals, we sometimes use /\ W as a shortcut for the formula
Nwew w- Likewise, we sometimes use \/ W for \/ , cy w.

Definition 2.2. Let F C p(Lity) and let ¢ = A{\/C | C € F}. The formula
transformation map 7 : p(Lity) — p(Litx y) is defined:

(o) = MV7(O)|CeF} AN~y V- |yeY}
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An implicant of ¢ is a cube ¢ such that ¢ = ¢. Our interest is in cubes which are
non-trivial, that is, cubes that do not contain opposing literals. The classes of cubes
over literals from V and X UY T UY ™ are given through the following definition.

Definition 2.3. The classes of non-trivial cubes are defined below:

Cubey = {CgLitV|Vv€V:{v,—|v}ZC }
C € Cubey A C'CYTUY™ A
VyeY {yty }InC' #0 N {yTy L

The literal transformation map 7 is lifted to cubes by likewise considering these to be
sets of (implicitly conjoined) literals. The transformation relates cubes with literals
drawn from Lity to cubes with literals drawn from Y+ UY ™~ U Lity. The above
definitions allow us to state equivalence between cubes over the original formula ¢
and those obtained by applying the formula translation 7(y).

Cubery = {CUC’

Proposition 2.1 (Equivalence). Let F' C p(Lity) and let ¢ = N{\VC | C € F}
denote a formula in CNF. Further, put o' = N{\/ 7(C) | C € F}. Then:

1. If D € Cubey and (\D) = ¢ then (NT(D)) = ¢'.
2. If D' € Cubexy and (ND') A/ is satisfiable then (\ T~ H(D') E .
Proof of Proposition 2.1. We prove correctness of the two statements separately.

1. Let C' € F. Since we have (A D) | ¢, it follows that (A D) = (\/ C). We
then have to consider the following four different cases:
e Suppose z € DNC and x € Y. Then z* € 7(C) N 7(D).
e Suppose ~x € DN C and x € Y. Then = € 7(C) N 7(D).
e Suppose z € DNC and € X. Then z € 7(C) N7(D).
e Suppose ~x € DN C and x € X. Then -z € 7(C) N 7(D).
Hence (A7(D)) = (V 7(C)) whence (A 7(D)) = ¢ as required.

2. Let C € F. Since (A D') | ¢ it follows that (A D) = (\/ 7(C)).
e Suppose z7 € D'N7(C) and x € Y. Then z € C N7 Y(D').
e Suppose z~ € D'N7(C) and x € Y. Then ~x € C N7 (D).
e Suppose * € D' N 7(C) and x € X. Then z € C N7~ Y(D’).
e Suppose ~z € D'N7(C) and x € X. Then ~x € C N7 (D).
Hence (A7~H(D")) = (V C) whence (A771(D’)) = ¢ as required.
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The following corollary of the above relates implicants with literals drawn from
Lity to the satisfiability of the transformed clause set. It ultimately provides a
correctness argument for the transformation map 7 as used in the example.

Corollary 2.1 (Correctness). Let F' C p(Lity) and let o = AN{\/ C'| C € F} denote
a formula in CNF. Further, put ¢' = N{\/ 7(C) | C € F}. Then:

e If D € Cubey and (A D) |=3X : ¢ then (NT(D)) A ¢’ is satisfiable.
o If D' € Cubeyy and (\D') A ' is satisfiable then (A7~ (D)) = 3X : .

Let sat(¢) C (V) denote the set of models of ¢. The following result can the
straightforwardly be adapted to the encoding 7y(¢), which is identical to 7(¢p)
equipped with sorting networks. Observe that 7(¢) does not include any cardinality
constraint on the size of the implicants, hence the need to define shortest implicants
in terms of an implicant no longer than any other.

Corollary 2.2 (Shortest Implicants). Let ¢ = A{\/ C | C € F} where F C p(Lity }.
Then D € Cubey is a shortest implicant of 3X : ¢ iff D = p(M*N (YT UY ™))
where

1. M* € sat(7(y))
2. IM*N(YTUY )| < |IMN(YTUY ™) for all M € sat(7(p))

2.2 Anytime Quantifier Elimination

This chapter shows how over-approximation using shortest prime implicants can
be applied to eliminate X = {x1,...,z,} from 3X : p. In particular, we show how
a SAT solver can be repeatedly called to compute a sequence of CNF formulae
ho, h1, ... that converge onto 3X : ¢ from above in the sense that 3.X : ¢ entails
each intermediate formula h;. Furthermore, each h;;1 strictly entails h;, so that
the sequence is ultimately stationary. However, each h; is free from all variables in
X, hence this approach has the attractive property that generation of the sequence
ho, hi, ..., h: can be stopped prematurely, at any time ¢, without sacrificing sound-
ness. This leads to a so-called anytime (or interruptible [23, Sect. 2.6]) formulation
of projection that compares, in some sense, favorably against resolution and model
enumeration, which lead to all-or-nothing, monolithic approaches. Specifically, if
go = @ and g; 11 is obtained from g; by applying resolution to remove another variable
xz; € X of from ¢, then it is only the final formula g,, that is free from X. Moreover,
the number of clauses in g; does not necessarily decrease as ¢ increases, and the
size of intermediate g; can be significantly larger than both ¢ and its projection
gn. By way of contrast, the size of the h; increases monotonically as the sequence
converges. We thus show how to systematically construct a sequence hg, h1, ..., h;
which converges onto 3X : ¢ from above using shortest prime implicants.

17



2 Existential Quantification as Incremental SAT

2.2.1 Worked Example

The algorithm converges onto 3X : ¢ from above by incrementally conjoining clauses
-vy,. .., v, formed from shortest prime implicants vy, ..., v, of =3X : ¢. Short
clauses are likely to remove more models from the approximation than long ones,
thereby encouraging rapid convergence. In this example, consider ¢ defined as:

o = ((xV2)A(YyVz)A(—zV-wV-z)A(wV -z)

Put X ={z} and Y = {w, z,y}. To derive an over-approximation of 3X : ¢, our
algorithm operates on —¢ rather than ¢ directly. First, -y is turned into CNF
using additional, fresh variables T' = {t1,...,t4}. Tseitin’s method is used for this
conversion, which yields a formula . By construction, 1 is equisatisfiable to —p:

(xVit)) AN (mzVi) A
(—|y V tg) A (—|Z vV tz) A
v =
(xVts) A (wVits) A (zVis) A
(—|w V t4) A (Z V t4) A (—|t1 V —to V ity V —|t4)

The Tseitin variable ¢; indicates whether a truth assignment violates the i** cube of
—p. Applying the transformation 7 given in Def. 2.1 then yields:

(xt Vi) N (mz Vi) A
(y~ Vi2) A (mz Vi) A

() = (xt Vit3) A (wh Vits) A (2 Vt3) A
(w_ vV t4) VAN (Z vV t4) VAN (—|t1 V =ty V —tg V —|t4) A
(~wtV-wT) A (mztV-ozT) A (myTVoyT)

Existential Quantification by Filtering

To see how 7(1)) can be applied to find an over-approximation of 3X : ¢, observe:

vEVX: 3Ty & VX:3T:¢FE-v
& X 3Ty = —w
& X :pkE-v

Hence, to find an over-approximation of 43X : ¢, it suffices to find an implicant of
VX : 3T : 4. To find such an implicant, observe that VX : 37 : ¢ = 3X : 3T : 4.
Every implicant v of VX : 3T : 4 is thus also an implicant of 3X : 3T : 9. Since
the 7 map allows us to derive implicants of 3X : 37" : 4, this suggests a strategy in
which the implicants of X : 3T : ¢ are filtered to find the implicants of VX : 3T : 1.
The check 3X : ¢ = - amounts to deciding whether the conjoined formula ¢ A v is
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2.2 Anytime Quantifier Elimination

unsatisfiable. Thus, a test for unsatisfiability can be used for filtering. To illustrate,
suppose that a SAT solver produces the following solution to the formula 7(1)):

wt = 0, w — 1, 2t — 0, 2= — 0,
m; = yt o= 0, y ~— 0, z — 1,
t1 — 1, 1o — 1, t3 — 1, t4 — 0

The cube py(m;) = (—w) entails 3X : 37" : ¢, and therefore, it remains to check
whether 3X : ¢ = —py(m;). Since p Apy (my;) is satisfiable, the cube is discarded; it
does not entail VX : 3T : ¢). However, before discarding the cube, the formula 7(¢)) is
augmented with (—w™VatVz~Vy~ VyT) to prevent py (my) from being found again.
This blocking clause can be interpreted as an implication w™ — (z*Va~Vy~ Vy™T),
which ensures that any cube subsequently found that entails py (m;) also has more
literals than py (mi). Applying a SAT solver then yields a model

wt = 0, w — 0, zv — 1, 27 — 0,
m; = yt o= 0, y— = 0, z = 0,
t1 — 0, o — 1, t3 — 1, t4 — 0

and hence py(mg) = (z). Since ¢ A py(ms2) is unsatisfiable, we conclude that
3X : ¢ = —py(m3), hence —py (my) constitutes an over-approximation of 3X : ¢.
The blocking clause —a™ is then added to 7(¢)) to prevent any cube that entails
py (mg2) being found. Note that this blocking clause differs in structure from the one
imposed previously. Indeed, the number of literals in the clause is merely n where n
is the number of literals in the cube. In the previous case, the number of literals in
the blocking clause is 2 - |Y| — n. Reapplying a SAT solver yields a further model

wt = 0, wm = 1, 2t = 0, 2= =~ 0,
ms = yt o= 0, ¥y = 1, z — 1,
t1 — 1, %o — 1, t3 — 1, t4 — 0

which defines the cube py(mgs) = (—w A —y). Since ¢ A py(ms3) is unsatisfiable,
it again follows that 3X : ¢ = —py(mg3), which refines the over-approximation of
3X : ¢ to the conjunction (—py (m2))A(—py (ms3)). The blocking clause (—w™V-y™)
is then added to the augmented formula at which point one final application of the
solver indicates that the conjoined formula is unsatisfiable. Hence, convergence onto
3X : ¢ has been obtained from above where:

3X g —py (mg) A —py (ms3)

= (mz)A(wVy)

Terminating the procedure early, before py(ms3) is computed, would yield the
over-approximation —py (msg) = (—z) which, though safe, has strictly more models
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2 Existential Quantification as Incremental SAT

than (—z) A (w V y). Thus, the method is diametrically opposed to resolution: In
the resolution-based scheme, the projection is found in the last step only after all
variables have been eliminated one after the other. In the above SAT-based scheme,
a clause in the projection space is obtained in the first step, as in a parallel form of
elimination, which is subsequently refined by adding further clauses.

Search-Space Reduction using Instantiation

In the example discussed so far, a SAT solver generates a spurious candidate py (mj)
for an implicant, which is then refuted by checking ¢ = —py (my). This scheme is
based on the observation that every implicant of VX : 37" : 4 is also an implicant of
3X : 3T : ¢, where in the case of the example X = {z}. However, observe that

VX :3T:¢ = 3T :fz— 0]

where 1]z — 0] denotes the formula obtained by replacing each occurrence of z in
1 with the truth value 0. We refer to this operation as instantiation. Therefore,
every implicant of VX : 3T : ¢ is also an implicant of 37T : ¢)[z — 0]. The formula
3T : 9[z + 0] is not only a simplification of 37" : v, but 3T : ¢ [z — 0] will possess
fewer models, and hence fewer implicants, than 3X : 3T : ¢ provided ¢ ¥~ —z.
Consider again the formula 7(¢)) with the instance 7(¢[z — 0]) = 7(¢)[z — 0].
Recall that originally the candidate implicant py (m;) = (-w) was derived, which
was then refuted because 3X : ¢ [~ —py(m;). This candidate is suppressed by
the instantiation and is not a model of 7(¢)[z — 0]. It turns out that 13 SAT
instances are required to converge onto 3X : ¢, whereas operating on 7(¢)[z — 0]
and 7(v¢)[z — 1] only requires 9 and 10 SAT instances, respectively. Interestingly,
the formulae derived for these cases are equivalent but different. For 7(¢)[z — 0],
we obtain the limit (—z) A (w V y) as expected, but operating on 7()[z +— 1] yields
(wVy)A(wV-z)A(-wV —z). This result is equivalent to (—x) A (w V y) as
(wV —z) A (—~w V —z) can be simplified to (—z).

Search-Space Reduction using Multiple Instantiations

Instantiating the variables of X with truth values can decrease the number of
spurious implicants that are generated. This suggests instantiating 1 in different
ways, then combining the instantiations to limit the search space. Thus, the basic
idea is to derive multiple instantiations, say, 7(¢)[z + 0] and 7(¢)[z + 1] and solve:

wo= Wz ATz 1

In case of | X| =1, p is equivalent to VX : 7(¢). Care is needed to avoid accidental
coupling between the Tseitin variables in different instantiations. This can be
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2.2 Anytime Quantifier Elimination

avoided by introducing fresh, disjoint sets of variables 71 = {t;1 | t; € T} and
Ty ={ti2 | t; € T} and by applying substitutions to 7(¢)[z — 0] and 7(¢)[z — 1],
respectively. By applying simplification, we obtain:

(1’+ V tl,l) A (y’ V t172)
xzt v t273) A (w+ V t273)
—to 3V —|t2,4) A\

—wtV-owT) A

A (—|t171 V —\t172) A
( A (w™ Viaa) A
SR
( (2t VoaT) A (gt Vg
When solving for u, the sequence of over-approximations converges onto the limit
(wVy)A(wV-z)A\(—wV-z) without encountering any spurious implicants. Of course,
since | X| = 1, this is because VX : 3T : ¢ = (3T : ¢[z — 0]) A (3T : Y[z — 1)).
Interestingly, p consists of 10 clauses whereas 7(1)) has 13 clauses. This is because
instantiating X confers significant opportunities for simplification, offering scope for
applying multiple instantiation without generating a formula that is unwieldy.

2.2.2 Formal Correctness

The technique presented in the example rests on finding implicants of —3X : ¢
by operating over 3X : 3T : ¢ and keeping those that imply VX : 3T : ¢). The
transformation 7 reduces this problem to SAT. Although some correctness arguments
have been weaved into the example, this section studies correctness with more rigor.
First of all, we show that the strategy of generating implicants of 93X : - and
eliminating those which are not implied by VX : -y is indeed correct.

Proposition 2.2 (Correctness). Let ¢ = A{\/ C | C € F'} where F' C p(Lity), and
let D € Cubey. Then 3X : ¢ |= =D iff the following two conditions hold:

1. DE3IX -y
2. ¢ and D are inconsistent.

Proof. We prove the equivalence as two implications.

1. Suppose 3X : ¢ = —D, hence D = -3X : ¢, which is equivalent to D = VX :
—p. Since sat(VX : =p) C sat(3X : ¢), we have D |= 3X : —p. It remains
to show that ¢ and D are inconsistent, which is equivalent to ¢ A D being
unsatisfiable. This follows from sat(3X : ) C sat(—=D) = p(Lity) \ sat(D).

2. Suppose D E 3X : —p and pAD is unsatisfiable, hence sat(¢)Nsat(D) = () and
thus sat(3X : ¢) Nsat(D) = 0. Then -3X : —p = —D, hence VX : —¢ = —D.
Assume 3X : ¢ £ =D, then sat(3X : ¢) € p(Lity) \ sat(D), which implies
sat(3X : ¢) Nsat(D) # 0, a contradiction.

O
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2 Existential Quantification as Incremental SAT

Correctness of the construction follows directly from Prop. 2.2 and Cor. 2.2. We
further show that instantiation does not affect correctness.

Proposition 2.3 (Instantiation). Let ¢ = A{\/C | C € F} where F C p(Lity).
Let D € Cubey such that 3X : ¢ =-D, x € X, and ¢ € {0,1}. Then VX : ¢ =
X : (plz— ) EIX 0.

Proof. Since sat(p[z — ¢]) = sat(¢) N p(Lity | z = ¢), we have sat(p[z — ¢]) C
sat(¢), which is equivalent to [z — ] = . It follows that 3X : plz — ] F3X : ¢
from monotonicity of projection. It holds true that VX : o = VX \ {z} : Vo : ¢
is equivalent to (VX \ {z} : plx — 0])) A (VX \ {z} : p[z — 1]), hence sat(VX :
p) = sat(VX \ {z} : ¢[z — 0]) Nsat(VX \ {z} : ¢[z — 1]). It follows that
sat(VX : ¢) Csat(VX \ {z}: plx — ¢]) for ¢ € {0, 1}. O

An immediate consequence of Prop. 2.3 is that multiple instantiation does not affect
correctness either.

2.3 Two-Phase Quantifier Elimination

The algorithm for quantifier elimination discussed in Chap. 2.2 features the inter-
esting property that it is interruptible. This suggests that it could be applied in
case computing the quantifier-free formula is intractable. Approximations may still
deliver useful results. However, this property comes at a price. Candidate implicants
are computed — in theory, there can be exponentially many of which — and a
satisfiability check is then required to filter spurious candidates. The two-phase
algorithm presented in this chapter contrasts with the anytime algorithm in that it
possesses the “everyone a winner” [183] enumeration property. This means that,
rather than enumerating and filtering potential clauses of 3X : ¢, a new clause of
3X : ¢ is found on (virtually) each application of a SAT solver. This property is
highly desirable, because it couples the computational effort required to compute
the quantifier-free version of ¢ with its size.

2.3.1 Worked Example

As before, let ¢ denote a quantifier-free Boolean formula that ranges over sets X and
Y of propositional variables. The key idea behind the two-phase method is to first
converge onto the set of solutions of the formula 3X : ¢ from below using implicants.
The first phase gives a DNF formula \/!"; ¢; equivalent to 3X : ¢, followed by a
second phase that converges onto a CNF representation of 3.X : ¢ from above, based
on /i, ¢;. We build towards this technique using ¢ = £ A p from the introduction.
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2.3 Two-Phase Quantifier Elimination

Enumerating Implicants

The first step of our method is to enumerate the implicants of ¢ in the projection
space. To do so, we first convert ¢ into CNF, for which we introduce a set of Tseitin
variables T' as before. The T variables are existentially quantified, and the resulting
formula v in CNF is equisatisfiable to . Introducing fresh variables ensures that
the size of ¢ is only a linear multiple of the size of ¢. As before 7(v)) refers to the
syntactic transformation defined over the variables V = X UY T UY ™ UT. Passing
7(1) to a SAT solver yields a model m; : V' — B, such as:

z1—1, 20—0, 2z3—~1, z4—0, z5—1, x26—0
yf»—>0, y;»—>0, y;»—>0, yi»—>1, y;»—>0, yg»—>1
Yy =1,y =1, y3 =1, yy =0, y5 =1, yg —0

mj

The variables in m; N (YUY ™) then define a conjunction of literals, a cube, p(m;)
over the variables in Y, which is given as:

p(my) = (AMwily € minY ) A (A {-wily € (@mny)})
= (~y1 A~y A Y3 Ays A —ys A ye)

The cube p(m;) is an implicant of 3X : ¢ since p(m;) = 3IX : ¢. It constitutes an
under-approximation of 3X : ¢ since the set of all models of p(my) is a subset of the
set of all models of 3X : ¢. To find another under-approximation, and specifically
one that is not itself entailed by p(m;), we augment 7(v) with the blocking clause:

Bm1) = (V{y; |y € mnYH) v (\V{y |y, € (minY)})
= (yf Vg Vi Vg Vs Vig)

Of course, enumerating implicants in this way dovetails with the advances in
incremental SAT. Applying a solver to the augmented formula 7(¢)" = 7(¢)) A S(my)
gives another model my as follows:

z1—1, 2o—0, 23—=1 24—0, z5—1, x4—0
my = yfn—>0, y;|—>1, y;|—>0, yzn—>1, y;|—>0, ngl
Yy =1, y, =0, y3; =1, yy =0, ys =1, ys—0

The model my defines another implicant p(ms) = (—y1 Aya A —ys Ays A —ys Ayg) of
3X : @, hence p(m)Vp(msz) | 3X : . Repeating this strategy to derive implicants
yields an unsatisfiable formula after the fourth step, and thus

(~y1 A —y2 A ys A ya A ys A ys) Y
4 -y ANy Ay Ay A ys A yg) V
Vi pmy) = ¢ )

(yi A —y2 A ys Ay A ys A ye)

(ln A —y2 A ys A cya A ys A ye)
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2 Existential Quantification as Incremental SAT

satisfies \/;1:1 p(m;) = 3X : p. However, observe that \/j‘:1 p(m;) is in DNF and
also contains redundancies, such as:

p(mi)Vp(my) = (—y1 A—yz Aya A -ys A ys)

Cardinality constraints using sorting networks can — as we have already demon-
strated in Chap. 2.1.2 — be used to eliminate such redundancies. Computing
implicants using 7y(¢)) rather than 7(v) yields a smaller DNF formula, based on
three models m), m), and mj:

, (~y1 A —ys A ya A Ys A Ye)
Viei p(mj) = (yi A —y2 A ys A ya A ws A Ye)
(li A —y2 A ys A cwya A ys A )

V
V

Over-Approximation by Dualization

Recall that we are interested in obtaining CNF, whereas the construction we have
presented so far yields formulae in DNF. Direct conversion of a formula in DNF
to an equivalent one in CNF may increase the size of the formula exponentially.
However, observe that since 3X : ¢ = \/>_, p(m}), we have:

-3X 1o = =V pm) = AL, -p(m)

Latter formula can be converted into CNF straightforwardly by pushing negations
inward. We can thus reapply the above construction to infer implicants of =3X : ¢.
Given a cube v such that v = =3X : ¢, the contrapositive holds, giving 3X : ¢ E —w.
Therefore —v over-approximates 3X : ¢. In order to apply the above method on
the dual of \/g’:1 p(ml), we start by negating the formula to give:

(1 Vys V =ys Vys V —ye)
—3X e = (~y1 Vy2 Vyz Vs VsV —ye)
(~y1 Vy2 Vs VsV -ys Vye)

A\
A

Denote this formula by w and apply 7 to w to give:

(yr Vys Vyi Vi Vg) A
Tw) = § (W Vya Vys Vs Vs V) A
A

- - _ 6 _
(yi Vs Vys Vg Vd Viyg) (Nt~ Ayp))

We then solve 74 (w), which is unsatisfiable: —\/>_, p(m}) does not posses implicants
of length 1. Passing 72(w) to a SAT solver yields a model m/ as follows:

W o= Lm0 ey e 0y 0 yg =0, yd 0
! yp =0, y3 —0, y3 =0, y; =0, y5 =0, yg —1
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2.3 Two-Phase Quantifier Elimination

We then extract a cube p(mY) = (y2 A —yg) from my. From p(mY) E —-3X : ¢, we
deduce 3X : p = —p(mY). Since p(mf) is a cube, =p(m/) clearly is a clause. Thus,
—p(mY) can directly be added to the SAT instance as a blocking clause, denoted
B(mY). We add this blocking clause to suppress the cube as before and retrieve a
model mf for 7(w) A S(m]) from the SAT solver:

W o= Sy o0 =0y e Ly =0,y = 0y el
2 yp =0, y =0, y3 =0, y; =0, y5 =0, yg —0

This model induces a cube p(m}) = (y3 A yg). Then, 3X : ¢ E —p(m!) A —p(m%)
and 72(w) A B(m]) A B(mf) is unsatisfiable. We proceed with cubes of length 3 and
solve T3(w) A B(mY) A B(mf), which gives rise to a cube p(mf%) = (—y2 A —ys A —ye).
By adding blocking clauses and enumerating all cubes p(m) for i € {1,...,m}, we
could derive a CNF formula A", —p(m}) equivalent to 3X : ¢.

Relaxed Cubes

However, we can improve on this naive strategy and produce a denser CNF repre-
sentation by searching for a shorter sub-cube ¢’ of p(mf) which is itself an implicant
of w. The cube ¢’ that we aim to compute is weaker in the sense that it satisfies:

e vars(c’) C vars(p(mj))
e sat(p(mj)) C sat(c’)

Yet, ¢’ obeys the requirement ¢’ = w. We refer to the computation of such a cube ¢/
as relazation or weakening. To do this, let:

N = (Ytuy)\ml
= vy, u3 Y Y3 Vs s e L Ve )

We then solve m3(w) in conjunction with the cube
At Ty e NoYTIAA{-w; [y e NnY ™)
which we pass the solver as an assumption. The solver produces a model

W = S0 =0,y =0,y =0,y = 0, yd o0
4 yp — 0, yp =0, y3 =0, y; =0, ys =1, yg—1

which defines p(m/)) = (—ys A —ye); thus —=p(m/) = (y5 V ys) = 3X : . Since

m;NYtTuY ) ¢ m{nYtuy")
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2 Existential Quantification as Incremental SAT

we have mj = m/ and p(m}) = p(m/). We thus discard p(mf) and proceed with:
73(w) A B(m]) A B(m3) A B(mi)

Whenever a fresh cube is discovered, we apply the same strategy to relax it to the
most general one that still entails w. It is interesting to note that an implicant of
length ¢ can be generalized using at most [logy(¢)] calls to a solver by applying
dichotomic search, although we do not apply this optimization since ¢ is typically
small. Repeatedly applying this generalization scheme, we derive the following
minimal (though not unique) CNF representation of 3X : ¢ in five more iterations:

(y3V—ys) A

X = (v2Vys) N (—ysV-we) A (Y5 VYs) A
' A A A (ya VvV ye)

(44 V ~e) (41 V ¥6) (=91 V —y2)
Since the search is exhaustive, this is no longer an over-approximation of the

projection, but equivalent to it. Our implementation using MINISAT takes 0.0012s
and 0.0009s for the first and second stages of the algorithm, taking 0.0021s overall.

2.3.2 Formal Correctness

To state how to compute an image by enumerating implicants, we formalize the
unusual notion of a blocking clause.

Definition 2.4 (Blocking Clause). The map 3 : Cubexy — Cubeyy is defined as:
BID) = {y; ly; e D'YUly |y € D}

Theorem 2.1 (Correctness). Let o = A{\/C | C € F} where F' C p(Lit") and put
¢ = NV7(C)|CeF}. Let Dy,...,D, € Cubeyy be a sequence such that

o (AD,) A AN B(DY)) is satisfiable for all 1 < k < n, and
o O NN (VB(D))) is unsatisfiable.

Then, \/I_, 7~Y(D}) = 3X : ¢.

Proof. We prove both statements separately.

e Let ke {1,...,1}. Since A D} A ¢’ A (NFZ! B(D))) is satisfiable and A Dj, A
N /\i:l1 (D})) = AN D). Ay, it follows that A Dj, A ¢ is satisfiable. Hence,
by Cor. 2.1, A771(D},) | 3X : ¢ whence \/éz1 ATHD) E3X : .
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e Suppose there exists D € Cubey such that D =3X : ¢ A ﬂ(\/ézl AT7L(DY).

Then:
D £ ~(Vie, A7HDY)
= A ~ATHD)
= Ay V7 U(B(DY)

Thus, we have 7(D) = /\izl(\/ B(D})) and 7(D) A ¢’ is satisfiable. Therefore,
(D) A’ AN (V B(D})) is satisfiable, a contradiction, and thus 3X : ¢ =

Vi_ ((ATH (D))
O

The following proposition squares with the correctness result to show how a CNF
representation of the projection can be derived in a two-phase process.

Proposition 2.4 (Dualization). Let ¢ = \/i_; (A D;) where D, ..., D, € Cubey.
Further, let 3X : ¢ = i, (\E;) where E,...,E, € CubeY and define p =
/\?:1 (\/lEDi _\l) . Then’ 1/} = /\?;1 (\/ZGEi _\l) .

The corollary that follows is an immediate consequence and states that the second
phase can be aborted prematurely without sacrificing correctness.

Corollary 2.3 (Anytime). Let ¢ =\, (A D;) where D1,...,D, € Cubey. Let
ANt Ei = 3X 1 ¢ where Ey,...,Ey, € Cubey and ¢ = A\, (VleDi =l). Then,

Y E AL (\/leEi _‘l)'

The above results are presented in terms of any implicants, rather than prime ones
only. This is because the latter govern the rate of convergence, but irreducibility
does not affect correctness. To conclude the elaborations, we observe that the greedy
generation of prime implicants does not necessarily yield minimal formulae.

2.4 Experiments

We have implemented the techniques described in this chapter with the express
aim of answering the following questions: (1) What is the overhead of using prime
implicants compared to standard model enumeration? (2) What is the overhead of
anytime quantifier elimination compared to the two-phase algorithm? (3) How are
the implicants distributed in terms of size within the two phases of the algorithm? (4)
How does the method compare against BDD-based projection, both in terms of the
size of the resulting CNF formulae and the time required to produce them? To answer
these questions, we compared our technique against a hybrid SAT/BDD approach.
We implemented our methods on top of SAT4J and MINISAT v2.2. CUDD v2.4.2
was used for the BDD operations because it offers support for enumerating the
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2 Existential Quantification as Incremental SAT

Table 2.1: Information regarding the benchmark set; column ¢ contains the name
of the formula as referred to later on; the benchmarks at the bottom are
generated from blocks of ATmegal6 binary code; for these benchmarks,
column info contains the number of instructions and whether they were
generated for set abstraction (set) or transfer function synthesis (¢f)

v | info | VI/lel | v | info [ [VI/]ol |
74181 | 74x series 1001/2368 s298 | ISCAS-89 | 1327/3164
74182 | T4x series 227/526 s344 | ISCAS-89 | 1665/3880
74283 | T4x series 267/646 s349 | ISCAS-89 | 1678/3914
74185 | 74x series 413/1084 s1196 | ISCAS-89 | 5422/12870
add 3 (set) 74/119 adc 4 (tf) 19/290
increment 3 (set) 66/119 admdswp 11 (tf) 66/154
parity_mit 15 (set) 2066/6725 || adsb2shad 8 (tf) 114/322
parity_swap 21 (set) 275/745 ilsh 5 (tf) 66/170
randerson 13 (set) | 18658/61696 irsh 5 (tf) 66/170
triple_swap 9 (set) 89/192 iswp 8 (tf) 130/386

prime implicants of a BDD. We chose bitonic sorting for the sorting network, though
smaller — albeit less regular — networks exist [146]. All experiments were performed
on a 2.6 GHz MacBook Pro equipped with 4 GB of RAM.

2.4.1 Benchmarks

As benchmarks, we selected several circuits from the 74X and ISCAS-89 hardware
benchmarks as well as projection problems arising from binary analysis (see Chap. 3
for details). The 74X circuits include an ALU (74181), a carry-look-ahead generator
(74182), an adder (74283) and a magnitude comparator (74L85). The ALU is the
hardest to analyze since it implements 16 different functions, depending on 4 input
control bits. The ISCAS-89 benchmarks consist of a traffic light controller (s298),
two 4 x 4 add-shift multipliers (s344 and s349), and a combinatorial circuit with
randomly inserted flip-flops (s1196). All circuits were projected onto their inputs
and outputs to express their semantics without reference to intermediate variables.
The microcontroller code was exported from [MC|SQUARE [208] for the purpose of
synthesizing transfer functions and for propagating ranges across blocks of ATMEL
ATmegal6 code. Table 2.1 presents the key statistics for each of these problems.

2.4.2 Anytime Quantifier Elimination

The results for some of the hardware benchmarks using SAT4J are given in Tab. 2.2.
Here, it is important to appreciate that the projection of the 74185b formula does not
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2.4 Experiments

Table 2.2: Experimental results for projection using anytime quantifier elimination;
here, column #prime refers to the maximum size of the computed impli-
cants; column #SAT specifies the number of SAT instances to be solved,
providing a hint on the number of spurious candidates

y ¢ | [Y] || #prime | CNF || #SAT | time ||

2 4 52 0.81
74182 1 5 5 4 170 1.80
4 13 1590 5.63
74283 | 8 6 20 4053 14.49
8 20 4881 16.71
4 6 4496 18.91
5 14 12349 57.22
74L85 | 10 6 30 24960 | 125.99
8 30 47536 | 292.59
10 30 51522 | 352.95

contain any implicants with size between 7 and 10. Likewise, 74283b does not have
implicants of size 7 and 8. A similar distribution has been observed when widening
is applied to Boolean formulae. Though the result of Kettle et al. [138] has not been
obtained in the context of projection, it suggests that enumerating implicants up to
a size threshold can achieve a good approximation of the projection. The ratio of
the number of calls to the solver to the number of primes is largely due to spurious
candidates (it roughly doubled by increasing the prime length by one or two),
which motivates investigating the impact of instantiating variables. Clauses can be
simplified after instantiation, which involves removing false literals from clauses and
removing all clauses that were already satisfied. The effects of instantiation based
on a model of the original formula are given in Tab. 2.3. The results in column
speedup suggest that instantiation can significantly improve performance.

Finally, we study applying multiple instantiation, accompanied with simplification
using straightforward constant propagation, for different instances of the 74L85b
circuit. Note that simplification reduces the size of the SAT instance, which
compensates somewhat for multiple instantiation. The instantiations themselves
were generated from various models of the formula that were themselves found by
applying blocking clauses. By choosing 6 instantiations that constrain the solution
space in the 6/10 case a priori, the number of SAT instances reduced from 24960 to
16954, and the runtime decreased to 61.59s. This is a reduction of 32% in terms
of the number of calls to a SAT solver and an overall speedup of 51%. Using 10
instantiations reduced the number of calls to the solver further to 14273 and took
the runtime down to 52.45s, yielding a speedup of 58%. The key point is that
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2 Existential Quantification as Incremental SAT

Table 2.3: Experimental results with a single instantiation

Formula ‘ length ‘ time ‘ speedup ‘ ] Formula ‘ length \ time \ speedup ‘

72182b 2/5 0.50s 38% 4/10 12.61s 23%
5/5 0.85s 52% 5/10 | 38.85s 32%
4/8 4.26s 24% 74L85b | 6/10 | 84.68s 33%

74283b 6/8 10.54s 27% 8/10 | 203.45s 30%
8/8 12.34s 26% 10/10 | 84.68s 33%

a reduction occurs in the ratio of the number of calls to the SAT solver and the
number of primes. This is a measure of the effectiveness of the technique, i.e., how
much effort is needed, on average, to find another implicant and thereby refine
the approximation. However, we conjecture that it is not prudent to apply too
many instantiations simultaneously, because at some point the size of the combined
SAT instance will become unmanageable (this would correspond to a flattening of
quantified bit-vector logic, which will eventually be prohibitively expensive).

2.4.3 Two-Phase Quantifier Elimination

Table 2.4 presents the results for DNF generation (respectively CNF conversion)
using prime implicants, giving the number of implicants (respectively clauses) in the
resulting formulae and the time required to compute them. Analogous figures are
given for the hybrid approach. It is interesting to see that for the circuits s344 and
s349, only 512 implicants in DNF are generated, but exhaustive model enumeration
yields 65792 disjuncts. This is because 256 out of 512 implicants are of length 12,
and thus already cover a large number of models in the projection space. This
suggests that our method can make model enumeration tractable where the classical
approach fails. For other cases, as exemplified by the 74181 and s1196 circuits,
our approach offers no clear advantage. However, it is important to see that, for
neither of the benchmarks, transformation seriously degrades performance; this is
noteworthy because one cannot know the distribution of the primes a priori.

The percental distribution of the lengths of clauses that arise in CNF conversion
and the evolution of the runtimes are depicted in Fig. 2.2. Graphs are given only
for the 74X series, although these distributions appear to be typical. For DNF
generation the distributions are less interesting, often consisting of a single spike,
but sometimes consisting of two spikes, as for s344 and s349 at lengths 12 and 20.
It is in these latter cases that primes improve over classical model enumeration.
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Table 2.4: Experimental results for two-phase prime implicant enumeration with
comparison to a hybrid method

Primes Hybrid
o | Y] DNF CNF total size total
size \ time | size \ time time time

74181 | 22 || 16384 | 1.477 | 686 | 7.096 8.574 || 476 | 2.798
74182 | 13 320 | 0.025 26 | 0.009 | 0.035 23 | 0.039
74283 | 14 512 | 0.022 | 98 | 0.147 0.169 || 270 | 0.099
74L85 | 14 2048 | 0.108 | 144 | 0.107 0.215 || 145 | 0.162

s298 9 4| 0.001 71 0.003 | 0.004 71 0.007
s344 | 20 512 | 0.068 16 | 0.018 | 0.087 16 | 0.098
s349 | 20 512 | 0.070 16 | 0.017 | 0.088 16 | 0.099
s1196 | 28 || 16384 | 11.182 | 570 | 5.465 | 16.653 || 822 | 16.993

16 256 | 0.007 16 | 0.012 | 0.020 16 | 0.031
24 1024 | 0.030 31 1 0.054 | 0.086 29 | 0.120

8 4| 0.001 10 | 0.001 | 0.003 10 | 0.007
increment | 16 256 | 0.004 14 | 0.007 | 0.012 14 | 0.014
24 256 | 0.008 | 32| 0.024 | 0.033 34 | 0.035

8 100 | 0.033 410.001 | 0.036 41 0.039
parity_mit | 16 || 12800 | 2.363 16 | 1.361 3.727 10 | 2.647
24 || 40960 | 8.543 | 40 | 6.316 | 14.875 41 | 9.698

8 16 | 0.002 410.001 | 0.004 4 1 0.009
parity_swap | 16 256 | 0.008 12 |1 0.008 | 0.017 12 | 0.019
24 256 | 0.013 | 37| 0.038 | 0.051 40 | 0.114

8 64 | 0.102 2 10.001 | 0.104 2 1 0.108
randerson | 16 256 | 0.136 14 |1 0.010 | 0.147 14 | 0.149
24 256 | 0.140 | 27 | 0.023 | 0.164 30 | 0.198

8 16 | 0.002 121 0.001 | 0.004 12 | 0.009
16 512 | 0.013 | 20 | 0.029 0.042 22 | 0.028

8 128 | 0.004 71 0.002 | 0.006 7 0.010
adc | 16 128 | 0.005 | 47 | 0.018 | 0.023 52 | 0.041
24 128 | 0.006 | 80 | 0.047 | 0.054 92 | 0.122

8 191 | 0.003 71 0.003 | 0.006 71 0.011
admdswp | 16 191 | 0.007 | 54 | 0.021 | 0.029 60 | 0.057
24 191 | 0.009 | 56 | 0.025 | 0.035 66 | 0.080
16 154 | 0.008 | 67 | 0.026 | 0.034 711 0.097
24 310 | 0.013 | 124 | 0.045 | 0.058 || 129 | 0.108

adder

triple_swap

adsb2shad
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2 Existential Quantification as Incremental SAT

8 32 | 0.002 3 10.001 | 0.003 3| 0.010
ilsh | 16 256 | 0.008 | 13 | 0.009 | 0.017 || 13 | 0.019
24 256 | 0.009 | 44 | 0.023 | 0.032 || 46 | 0.046

8 16 | 0.001 4 10.001 | 0.001 41 0.008
irsh | 16 16 | 0.002 | 22 | 0.004 | 0.006 || 21 | 0.011
24 16 | 0.003 | 45 | 0.012 | 0.016 || 45 | 0.020
16 || 4096 | 0.103 | 16 | 0.235 | 0.339 || 16 | 0.179
24 || 4096 | 0.126 | 27 | 0.251 | 0.379 || 27 | 0.266

| # Winner | | 15 | | 32 4] 8 |l

iswp

2.5 Related Work

Over the past decades, quantifier elimination for Boolean logic (and other theories)
has been a field of active research. We survey the most significant contributions to
the field and reflect on the key differences compared to our techniques.

2.5.1 Consensus Method and Binary Resolution

A traditional technique to eliminate existential quantifiers from arbitrary Boolean
formulae is Shannon expansion. To eliminate a variable x from ¢, the original
formula is instantiated twice and combined to give 3z : ¢ = [z — 0] V ¢[z — 1].
However, if ¢ is in CNF, then expansion does not preserve its structure. For a
formula in CNF, it is well-known that existential quantifiers can be eliminated by
repeatedly applying binary resolution. The advantage of this technique is that it
takes as input a formula in CNF and results in a formula in CNF, too. To illustrate
resolution, let

v = (N2i(@ V) A NZ (52 Vv D)) A (N Er)

where C;, D; and Ej, are clauses that involve neither x nor —z. Then, 3z : ¢ can
be obtained by resolving each clause x V C; with each -~z V D; to give:

e = (N2 Aj21(Ci v D) A (N E)

This transformation increases the size of the representation by as many as nj -
ny — nyp — ng clauses. Hence, the worst-case complexity is exponential [148]. For
a propositional formula in DNF, the consensus method has independently been
proposed by a number of researchers [30, 182, 205] as a way of enumerating all
its prime implicants. If ¢ is in CNF, then it is straightforward to derive a DNF
representation of —y by pushing negations inward. The consensus procedure can
then be applied to —¢ to find its prime implicants. One might think that this
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Figure 2.2: Distribution of implicants by length for the 74X benchmarks on the left;
evolution of the runtimes for the overall number of computed implicants
on the right (the x-axis contains the number of computed implicants,
whereas the y-axis represents the runtime in seconds)

provides a way to compute projection, but the key step of the consensus method
combines two elementary conjunctions of —p, say, (z) A C and (—x) A D, to form
C A D. This step is isomorphic to resolution. Hence, the consensus method shares
the inefficiency problems associated with applying resolution to a formula in CNF.
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2 Existential Quantification as Incremental SAT

2.5.2 Complexity of Prime Implicant Generation

The complexity of the shortest implicant problem for DNF formulae has been studied
by Umans [236] who showed that it is GC(logy(n), coNP)-complete. Even though
this result is not directly transferable to CNF, it suggests that the analogue problem
in CNF may be similarly difficult, and thereby supports the application of SAT
solvers to the derivation of shortest implicants. Integer linear programming has
been used to find shortest implicants [177, 218], as have SAT engines which have
been modified to support inequalities [163]. In [163], a transformation is described
which is similar to 7(¢), but the work is not concerned with quantifier elimination.
Hence, binary variables are introduced for each variable in the formula rather than
merely those in the projection space. Techniques akin to the 7 transformation are
known as dual-rail encodings in the community, referring to the duality of encoding
positive and negative results in a single formula [48].

2.5.3 Hybrid Methods and McMillan’s Method

SAT solving has been used before to compute projections [152, 164] as have BDDs [52,
152, 240]. Apart from these techniques which focus on one way of representing a
Boolean formula, hybrid approaches exist which combine SAT solving and BDDs.
Such hybrid approaches typically represent state sets as BDDs and express the
transition relation in CNF, as done by Gupta et al. [126] and later by Sheng and
Hsiao [217]. Yet, some approaches combine BDDs and SAT solving in different
ways. For example, Damiano and Kukula [88] replace clauses with BDDs in their
SAT solver GRASP. In particular, they allow a clause to be substituted by any
Boolean formula represented as a BDD, so that the problem to be solved consists
of a conjunction of BDDs. Jin and Somenzi [131] combine BDDs and SAT solving
using CNF' to avoid explosion in the sizes of the resulting BDDs. In their tool
CIRCUSs, they determine clusters of clauses, which are then grouped into BDDs and
converted back into clauses (under certain conditions). In a different context, Aloul
et al. [1] have studied the connection between CNF formulae and BDDs for efficient
variable orderings. The approach of Cavada et al. [56] provides a technique for
recursive quantification. They apply this technique to subtrees, which are then
combined. SMT solving is used to ensure consistency of the transformations applied.

McMillan [164] has shown how to perform universal projection for CTL modalities
such as AXy using DPLL-like enumeration and also explained how to represent an
arbitrary Boolean encoding of ¢ in CNF without existentially quantified variables.
The key idea of his toCNF () procedure [164, Sect. 3] is to deduce a clause from
a satisfying assignment of ¢ whose complement rules out some cases that violate
. His approach requires a modified DPLL-engine and resolution coupled with
several heuristics — which literals to analyze, which variables to resolve on and
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suchlike — which strongly affect the performance of the approach [164, Sect. 2].
Our approach, in comparison, builds on top of an existing SAT library and is
therefore both straightforward to implement and will immediately benefit from
any improvement to the library itself. Nevertheless, we consider the SAT-based
algorithm of McMillan to be an important work that has indeed found a wide
range of applications beyond SAT-based model checking. To consider only some
applications, Clarke et al. [68] integrated the technique into predicate abstraction of
hardware circuits, whereas Chauhan et al. [59] used it for post-image computation.
A variation on the McMillan algorithm is given by Sheng and Hsiao [217] who
apply a success-driven rather than a conflict-driven search for models (recall that
DPLL-style algorithms use a conflict-driven search). However, Sheng and Hsiao
store their results in a BDD rather than generating a CNF formula.

2.5.4 Methods based on Prime Implicants and Cubes

Prime implicants have been directly applied to widening Boolean functions repre-
sented as ROBDDs [138]. By applying a recursive meta-product construction [76],
collections of short prime implicants can be used to derive an ROBDD that is an
over-approximation of the input. Our work on applying SAT to projection was
motivated by the empirical finding that collections of short primes often yield good
approximations of Boolean formulae [138, Sect. 5.1].

Lahiri et al. [152] have described how to enumerate cubes in the projection space
using SAT solving so as to perform image computation for predicate abstraction.
Blocking clauses are chosen heuristically — though details of the heuristics are not
given — and the approach does not guarantee to infer cubes of minimal size. In
their experimental evaluation, the authors compare a SAT- against a BDD-based
elimination scheme and observe that the efficiency of either method is sensitive to the
number of variables projected onto (which has later been noted by Bryant [50], too).
This work was further developed by Lahiri et al. [153] who used DPLL(T)-based
SMT solving to enumerate models. Each model is then stored in a BDD from
which the results are extracted as a disjunction of prime implicants. They search
for cubes ¢k, ...,y k of increasing length k such that ¢ = \/]_; ¢, which chimes
with our approach. By way of contrast, however, we apply prime implicants in
two different ways, namely, for enumerating cubes as well as clauses, so that our
final quantifier-free formula is presented in CNF. We shall discuss the conceptual
difference between the algorithm of Lahiri et al. and our method by means of an
example. Suppose that model enumeration using our technique yields 256 cubes of
lengths 12 and 20. The method of Lahiri et al. enumerates all intermediate cubes of
lengths 13,...,19 to converge onto 34X : ¢, whereas our approach leapfrogs these
intermediate cubes by specifying the requirement of a cube of size k within the SAT
instance itself. Earlier approaches [89, 99, 204] to predicate abstraction invoke a
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SAT solver for each cube ¢ to discover if ¢ A ¢ is satisfiable. To reduce the number of
calls to the decision procedure, these techniques start with small cubes and — only
if ¢ A c is satisfiable — proceed with cubes of the form p AcAd and ¢ AcA—d. This
approach is based on a large number of SAT/SMT calls, typically requires many
unsatisfiability proofs (which are often more difficult for SAT solvers to provide than
to find a model), and does not fit as well with incremental SAT [153, Sect. 3.2].

More recently, Monniaux [168] described a method for quantifier elimination
called lazy model enumeration. The key idea of his algorithm is to derive a cube ¢
that implies a given formula 3X : ¢, which is then generalized towards a weaker
(more general) implicant ¢’ such that ¢ = ¢ | 3X : ¢. By way of comparison,
our algorithm starts with implicants as short as possible. The relaxation step in
our method is required by the design of the blocking clauses, which suppress more
implicants than those derived last. Although similar in spirit, his algorithm proceeds
diametrically opposed to ours, and moreover generates DNF. The MATHSAT SMT
solver [46] uses an algorithm that also relies on a formula transformation similar to
7. However, rather than adding cardinality constraints to the SAT instance, they
modified the solver so that it prefers 0-decisions during SAT solving.

2.5.5 Methods for Quantified Boolean Formulae

Our techniques are, of course, related to quantified Boolean formula (QBF) solv-
ing [55, 179], too. Most contributions to the field of QBF solving, however, deal
with alternating quantifiers, whereas our approach handles existential quantification
only. A recent contribution to QBF solving for bit-vector theories was described
by Wintersteiger et al. [243]. Most notably, they integrate heuristics based on word-
level simplifications and templates so as to ease the structure of the problem. We
believe that a combination of word-level heuristics with our elimination algorithm
(when applied to bit-vectors) appears promising, too.

2.6 Discussion

This chapter has discussed two different strategies for eliminating variables from
propositional Boolean formulae using existential projection. Both techniques rely
entirely on off-the-shelf SAT engines and a dual-rail encoding that specifies shortest
prime implicants within the SAT instance itself. We have identified two distinct
properties of these algorithms, the first being interruptible, whereas the second one
exhibits the everyone a winner property. Although the algorithm from Chap. 2.3
is drastically more efficient than the one presented in Chap. 2.2, there are certain
situations where the latter shows to be useful: even if computing the overall
projection is intractable, over-approximate results may valuable [137, 138].
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3 Control Flow Reconstruction using
Boolean Logic

From existential quantifier elimination, we now turn to an application in binary
code analysis. When analyzing binaries, one particular challenge is posed by
indirect control instructions [20, 61, 91, 100, 129, 140142, 187]. Such instructions
pass control to another instruction that is determined by a concrete value held
in some register. Control flow is thus computed at runtime, and may change in
any execution of the program. This situation poses a so-called chicken-and-egg
problem [142, Sect. 1]: In order to reconstruct a precise over-approximation of the
control flow graph (CFG) from unstructured binary code, it is necessary to compute
precise invariants that describe those registers which affect the target of an indirect
jump. A CFG is, in turn, required to compute these invariants. CFG reconstruction
is thus a key problem in binary code analysis: If the reconstruction is unsafe, then
any subsequent analysis is unsafe; if it is overly conservative, the analysis results
are overly conservative, too.

Motivating Example In presence of indirect control, the lack of an accurate CFG
often implies a drastic loss in terms of precision for any subsequent verification
effort, caused by spurious edges in the CFG. To illustrate, we discuss the loss in
precision incurred by spurious jump targets by means of an example:

#define SWP(a,b) (a"=b, b"=a, a”"=b, a&=0x0F, b&=0xO0F)

The macro SWP (a,b) swaps the contents of two variables a and b without involving
a third, based on three exclusive-or operations. The last
two operations clear the upper nibbles of the results.
Indeed, the above macro implements a well-known id-
iom [239, Chap. 2.19]. For the accumulator-based Intel
MCS-51 microcontroller, the macro is compiled into
seven instructions as depicted on the left. Now assume
the SWP(a,b) macro is used within a switch-case state-
ment as given in Fig. 3.1. For the Intel MCS-51, the
switch-case statement is compiled into a jump table,
which is stored in program memory. Upon reaching the
switch-case statement, the application looks up a comparison value and a jump

MOV A, 0x05;
XRL A, 0x25;
XRL 0x25, A;
XRL A, 0x25;
MOV 0x05, A;
ANL 0x25, #0xO0F;
ANL 0x05, #0xOF;
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switch (p) A
case 10: SWP(x,y); break;
case 20: foo(x,y); break;
default: bar(x,y)

Figure 3.1: Program fragment which is compiled into a jump table

target pc from program memory; these two values constitute an entry in the jump
table. Address pc indicates the first instruction of the respective case block. If
the comparison matches, control is redirected to pc, i.e., the program counter is
assigned pc. In the example, the jump table consists of three comparison values
10, 20 and #default. The jump targets are given by addresses 0x100 for the SWP
macro and two addresses 0x110 and 0x118 for the calls of foo and bar.

Junk Instructions in Control Flow Recovery Now assume that an abstract inter-
preter computes a range I = [0x100,0x110] for the jump target pc using interval
analysis [40, 186]. On architectures with instructions of variable length — typically
CISC — edges need to be added to the CFG at the granularity of the shortest
possible instruction length, i.e., byte-level granularity for the Intel MCS-51. The
need to soundly approximate the CFG entails that edges from the indirect jump to
all concretizations of I, i.e., 0x100,...,0x110 are added to the CFG. The first value
0x100 points to the first instruction MOV A, 0x05 of the SWP macro, represented
by a two-byte opcode 0xE5:0x05. The address 0x102 indicates the instruction
XLR A, 0x25, which corresponds to the opcode 0x65:0x25. However, we also have
0x101 € I, and the second byte of MOV A, 0x05 paired with the first byte of XLR A,
0x25 forms a new instruction INC 0x65, which increments memory location 0x65
by one. Likewise, all addresses in I indicate valid sequences of instructions:

0x100 = O0xE5:0x05 +~— MOV A, 0x05 legitimate
0x101 = 0x05:0x65 ++ INC 0x65 spurious
0x102 = 0x65:0x25 +— XRL A, 0x25 legitimate
0x103 = 0x25:0x62 +> ADD A, 0x62 spurious
0x104 = 0x62:0x25 +~— XRL, 0x25, A legitimate
0x105 = 0x25:0xF5 +~> ADD A, 0x65 spurious
0x106 — legitimate

The jump target 0x100 thus induces a basic block

0x100: MOV A, 0x05; 0x102: XRL A, 0x25;
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whereas the jump target 0x101 indicates a different block:
0x101: INC 0x65; 0x103: ADD A, 0x62;

We refer to fragments in the executable such as the block induced by address 0x101
as junk code: it consists of opcodes that are never executed, but only form part of
the program due to over-approximation of the analysis. Subsequent analyses, which
are based on the disassembled binary, will therefore calculate invariants using junk
instructions, too. This leads to a significant loss in precision — also referred to as
unbearable noise propagation in the literature [20, Sect. 1] — which inevitably leads
to large numbers of spurious warnings. The situation is even worsened if the junk
code coincides with indirect or (un-)conditional jump instructions, thereby adding
further control flow, though this is not the case in the above example. Albeit the
derived interval appears to be tight at a first glance since its boundaries coincide with
actual jump targets, the choice of abstract domain inevitably induces an imprecise
reconstruction of the CFG. Further, there is no reason why jump targets should
be distributed along a regular pattern, which suggests that value sets rather than
(strided) intervals form an appropriate abstract domain for control flow analysis.

Yet, indirect control is ubiquitous in compiler-generated as well as in handcrafted
assembly code. Apart from switch statements, compilers generate indirect jumps or
calls for function pointers or virtual method calls. A more subtle case in point is given
for return statements, which alter the program counter according to a value that
has been stored on the runtime stack. In certain situations, compilers intentionally
alter the runtime stack, e.g., when evaluating jump tables. The generated code then
exhibits much similarity with code that exploits possibilities for buffer overruns. It
is thus hardly possible to overestimate the value of precise invariants in order to
verify safety properties of binaries.

Contributions and Outline To summarize our work, this chapter contributes a
fully automatic algorithm for control flow reconstruction using Boolean logic. The
technique itself only requires a symbolic relational encoding of the instruction-set
semantics of the target hardware. The encodings are then combined towards a
formula that represents the semantics of a basic block (a sequence of instructions)
as a whole. Based on these encodings, forward and backward value set analyses
are straightforwardly implemented using existential quantification combined with
a dedicated abstraction procedure [21]. As shown in Chap. 2.3, quantification can
efficiently be implemented as incremental SAT, and so can value set abstraction.
By resting the analysis on a relational encoding of the instruction set, forward and
backward analyses can then be executed uniformly. The algorithm itself exhibits
several interesting properties:

1. It is sound in the sense that it does not miss any edges in the CFG.
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2. It turns out to be exact for many examples of typical microcontroller programs.
3. It is generic, although we demonstrate and evaluate it for the Intel MCS-51.

The remainder of this chapter builds towards these contributions as follows. First,
Chap. 3.1 presents an algorithm that performs block-wise value set abstraction.
Given a basic block, the algorithm relies on a propositional encoding of the entire
block to compute value sets of registers that are accessed within the block. Then,
Chap. 3.2 lifts the approach to entire programs, which merely amounts to a forward
fixed-point computation in the abstract interpretation framework, which is inter-
leaved with depth-bounded refinements in backward direction. Experimental results
are presented in Chap. 3.3, before we conclude with a survey of related work in
Chap. 3.4 and a discussion in Chap. 3.5.

3.1 Block-Level Abstraction

Our technique for control flow recovery is based on the idea of deriving invariants
in terms of pre- and postconditions for all blocks in a program. Pre- and post-
conditions are themselves expressed as conjunctions of value sets, which appears
a natural choice since there is no reason why jump targets should be distributed
along a predictable pattern (cp. [20, Sect. 1]). The algorithm to compute value
sets on input and output of a basic block is, in turn, based on an application of
the projection scheme introduced in Chap. 2.3. The relation between these key
components is discussed in the following.

3.1.1 Bit-Blasting Blocks

To illustrate the representation of programs as bit-vector relations, consider the
exclusive-or operations used within the SWP macro, i.e., XLR a, b where a and
b are registers. This instruction computes the bitwise exclusive-or of a and b
and stores the result in a. To express its semantics, we introduce two bit-vectors
a = (al0],...,a[7]) and b = (b[0],...,b[7]) to represent the values of a and b on
entry of the instruction. Likewise, we introduce a bit-vector a’ to represent the value
of a on exit (b remains unchanged). With @& denoting the Boolean exclusive-or, the
semantics of XLR a, b is then expressed using a Boolean formula as follows:

[XLR 2, b] = AL, (@[] ¢ (ali] @ b))

The force of such encodings is that they can be used to reason about executions of
the encoded instruction (or block) in both, forward and backward direction. Thus,
given some predicate £(a’) that constrains a’ on exit, the conjoined formula

[XLR a, b] A £&(a)
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3.1 Block-Level Abstraction

implicitly describes combinations of @ and b on entry that satisfy the predicate £(a’)
on a’. Similarly, given a predicate £(a) on a on entry, it is also possible to invoke a
SAT solver to infer combinations of values of b and a’ that respect £(a). As another
example, consider the instruction INC a found in the junk code mentioned in the
introduction. This instruction is encoded over bit-vectors a and a’:

[e a] = AL, (@'li] © alil @ Az alj])
In the same spirit, encodings for the entire instruction set can be derived [39].
Given a set V' = {vy,...,v,} of bit-vectors v; = (v;[0],...,v;[w — 1]), we interpret

v € p(pB™"*™)) as a formula in CNF. Thus, with V' = {v}, a formula such as
(v[0] V v[1]) A (v[2]) is represented as {{v[0], v[1]}, {v[2]}} € p(p(V)).

Definition 3.1. Denote the encoding of an instruction op over bit-vectors V in
propositional Boolean logic by [op] € p(p(V)).

Given a block b = (opy, . . ., 0p,,) of m instructions, the map [-] can straightforwardly
be lifted from instructions to blocks: (1) apply static single assignment (SSA)
conversion [87] to avoid accidental coupling if registers are accessed in b more than
once, and (2) compute [b] by conjoining the constituent instructions.

Example 3.1. We illustrate this concept for a block b that corresponds to the SWP
macro from the introduction. We represent memory locations 0£05 and 0x25 using
bit-vectors ® and y, whereas the accumulator A is represented by a. Then, SSA
conversion leads to fresh bit-vectors a’,a”,x',z",y’, and y", the relations among
which a formula [b] € p(p({a,ad’,a”,x, ', 2", y,y',y"})) equivalently describes:

(Ao ali] + «[i]) A (/\zoa’[ﬂ (ali] @ yli]) A

B = (/\, oy’[l] H@a[]) A (/\Z oa’(il & a'lij e y'li]) A
(/\z 0 2'[i] « a[i]) A (ANZg Y"1 & —y'Ti)) A
(Al @"[i] Hﬂw[])

" and y" represent the values of 0205 and 0x25 on output.

Passing a formula to a solver necessitates CNF conversion, which can be achieved
using flattening. In our implementation, we apply Tseitin’s algorithm [178, 234] to
avoid exponential growth of [b] [165], introducing existentially quantified variables T
We should thus denote the resulting CNF formula for a block b by [b] € p(p(V UT)).
However, we omit this detail for the purpose of presentation.

3.1.2 Value Set Abstraction using Incremental SAT Solving

To compute value sets of registers described by a formula ¢, we apply an iterative
algorithm [21, Sect. 3] that derives value set abstractions for bit-vectors. We define:
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3 Control Flow Reconstruction using Boolean Logic

Definition 3.2. Let (-) : V' — N defined as (v) = Z;”;Ol 2¢.v[i] denote the unsigned
value of a bit-vector v = (v[0],...,v[w — 1]). Likewise, let (-)) : V' — Z defined as
() = =2~ wli] + W7 2" - v[i] denote the signed interpretation of v.

Corollary 3.1. Let v = (v[0],...,v[w —1]). Then:
e (v) €{0,...,2% —1}
o ((v) € {—2wtl . 2wl 1}

To converge onto the value sets of v, the key idea of the algorithm is to alternately
compute interval abstractions of ¢ and —p. In what follows, we describe a well-
known algorithm to derive intervals (cp. [21, Sect. 2], [39, Sect. 6] and [71, Sect. 3])
and then discuss how interval abstraction is applied during value set analysis.

Interval Abstraction

Before discussing how to compute interval abstractions of bit-vectors, we define the
underlying abstract domain of intervals formally:

Definition 3.3. We define the interval abstract domain as the complete lattice
(/nt7 Eint) with

Int = {[lu] |0<l<u<2¥—1} U {Lin}

where L denotes the empty interval. Naturally, we have T jp = [0, 2w_1]. The
partial order Cipy is induced by the subset relation.

A procedure maximum : (p(p(V')) x V) — N to compute the value of a concrete
bit-vector k that represents the least upper bound of v in the interval domain Int
is given in Alg. 1. The key idea of this algorithm is to instantiate single bits of v
with true, starting with the most significant bit, and to repeatedly test satisfiability.
Then, for instance, satisfiability of a formula ¢ A v[7] corresponds to the existence
of a model of ¢ such that (v) > 128. If satisfiable, the least upper bound (k) of (v)
is found in the interval [128,255], and in [0, 127] otherwise. By instantiating the
remaining bits of v one after another, the interval that contains (k) is incrementally
refined using binary search. Given a bit-vector v = (v[0],...,v[w — 1]) of length w,
this strategy requires w calls to a SAT solver to compute (k) exactly since Boolean
formulae are discrete.

Proposition 3.1. Alg. 1 computes the least upper bound of (v) subject to @, formally
mazimum(p, v) = max{u | u € [0,2*71] and o A ((v) = u) is satisfiable}.
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3.1 Block-Level Abstraction

Algorithm 1 maximum: (p(p(V)) x V) - N
Input: formula ¢ € p(p(V))

Input: bit-vector v = (v[0],...,v[w—1]) € V
Output: least upper bound (k) € N of v subject to ¢
1: k <+ <>

2: while |k| < w do

3. if p Av[w — 1 — |k|] is satisfiable then
4: o< pAvfw—1-—|k|]

5: k <1> -k

6: else

7: © @A -vw—1— |kl

8: k+(0):k

9: end if

10: end while
11: return (k)

The algorithm is adapted to greatest lower bounds of (v) as follows. Swap the
occurrences of v[w—1—|k|] and —v[w—1—|k|], and likewise swap (1) and (0) in lines
5 and 8 of Alg. 1. We denote this modified procedure minimum : (p(p(V))x V) — N.
Both procedures can be adapted to compute extremal values of signed bit-vectors,
too; in that case, the most significant bit, which represents the sign, needs to be
handled properly (cp. [21, Sect. 3]).

Definition 3.4. Let ¢ € p(p(V)) denote a formula over V. = {vy,...,v,}. We
define the interval abstraction ajne : (p(p(V)) X V') — Int of v € V' subject to ¢ as:

aint(p,v) = [minimum(p,v), mazimum(p,v)]
We present an example to highlight the internal steps of .

Example 3.2. Consider ¢ over y = (y[0],...,y[5]) defined as:

{ (—y[1] vV y[5]) A (=y[2] v =y[5]) A (y[4] vV y[5]) A (y[2] V —~y[4])A
(y[3] v ~y[5]) A (y[0] v y[5]) A (=y[0] vV —y[1]) A (=y([3] V y[5])

Clearly (y) € [0,63], and hence (k) € [0,63]. To find a least upper bound (k) of (y)
subject to @, we apply Alg. 1. In the first iteration, we test o A y[b] for satisfiability,
which corresponds to searching for a model of ¢ such that (y) > 32; since satisfiable,
we deduce (k) € [32,63]. In the second iteration, we test ¢ A y[5] A y[4] for
satisfiability. From unsatisfiability, we infer a range [32,47] for (k). After four more
iterations, we find the concrete value (k) = 2° +23+2! = 42. The overall progress of
the algorithm applied to @ is highlighted in Fig. 3.2. Applying the converse algorithm
to compute the minimum of (y) yields 22, which entails ajnt(p,y) = [22,42].

¥
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3 Control Flow Reconstruction using Boolean Logic

0 63
, | |
0 32 63
0 32 47 63
i T T 1
0 40 47 63
i g 1
0 40 43 63
i g 1
0 42 43 63
i l 1
0 42 63

Figure 3.2: Progress of least upper computation in Ex. 3.2

Value Set Abstraction

The (unsigned) value set domain consists of (possibly non-contiguous) subsets of
{0,...,2% — 1} for each bit-vector v, with a partial order induced by the C-relation.

Definition 3.5. Let Z,, = {0,...,2* —1}. Then, (Val,C,,) with Val = p(Z,,) and
aCb< aCbis called the value set abstract domain.

The join Uy, : (Val x Val) — Val of two value sets can straightforwardly be defined
as the union of sets, likewise for the meet My, : (Val x Val) — Val. A procedure
to compute value sets of v rather than intervals is given in Alg. 2. The procedure
takes as input a formula ¢ € p(p(V')) and a bit-vector v € V. As a preprocessing
step, ¢ is projected on v using existential quantifier elimination (line 3 in Alg. 2).
Projection thus yields a formula ¢ € p(p({v})). Then, to compute the value sets
of v, the algorithm alternates between over- and under-approximations. First,
lower and upper bounds ¢ and u for (v) are computed using minimization and
maximization as given in Alg. 1, and we set S = {/,...,u}. In a second iteration, an
over-approximate range of (v) described by —¢ is computed; this range is removed
from S. The third iteration again extends S, etc. until the result stabilizes.

Proposition 3.2. Alg. 2 computes the least value set abstraction of (v) subject to
@, i.e., aval(p,v) ={v|vel0,2¥ —1] and ¢ A ((v) = v) is satisfiable}.
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3.1 Block-Level Abstraction

Algorithm 2 oy, : (p(p(V)) x V) — Val

1S« 0

2: p < true

3: 1) < project(p,v)

4: £+ 0

5 u <+ 2% —1

6: while (I) < (u) do

7. £ < minimum(yp A (0 < (v)),v
8  u ¢ maximum(y) A ((v) < u),v)
9: if p then

10: S Su{L,...u}

11:  else
12: S S\{(...u}

13:  end if
14: Y+ Y

15: p < p

16: end while
17: return S

The difference of Alg. 2 compared to [21, Sect. 3] is found in line 3. Here, ¢ is
projected onto v to give 1. To illustrate the difference, let V=V\{v}. In general,
¢ such that ¢ = (EIV ©A EIV —p) may exist, hence the need to operate on IV
and —(3IV : @) since ¢ = IV : ¢ iff ¢ £ =3IV : . Projection ensures progress of
Alg. 2 in each iteration, and thus sidesteps the requirement V' = {v} of the original
algorithm.

Example 3.3. Consider ¢ defined as in Fx. 3.2. In the first iteration of Alg. 2,
we obtain ¢ = 22 and u = 42, which gives S = {22,...,42}. Then, the formula
=) restricted to £ < (y) < u is analyzed to give bounds 23 and 39, and we update
S to give S\ {23,...,39} = {22,40,41,42}. A further restriction of ¢ yields an
unsatisfiable formula, and thus, the output is cva/(p,y) = {22, 40,41, 42}.

3.1.3 Deriving Pre- and Postconditions

From now on, given an encoding [b] of a block b, we denote by Vi, C V the
inputs and by Voue € V the outputs of b after SSA conversion and bit-blasting.
SSA conversion ensures Vi, N Voue = (0, which avoids accidental coupling. Given
a precondition (an input state) pre, that describes values of Vi,, the formula
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3 Control Flow Reconstruction using Boolean Logic

[b] A pre, describes all outputs reachable from pre,.! The key idea is to compute
an over-approximation of values taken by bit-vectors Vo using Alg. 2. We define:

Definition 3.6. Let V = {v1,...,v,} and Vin, Vour C V such that VinNVou = 0.
Let B denote a finite set of basic blocks. With b € B, we define maps pre, : Vi, —
Val and posty : V oy — Val.

It is easy to verify that the maps pre, and post, form a complete lattice with an
appropriate (point-wise) lifting of the partial order C,,C Val x Val.

Proposition 3.3. Let F = {f : V. — Val | [ is monotone }, and let fi, fo € F.
We define CRprC F X F as fi Cp fo & Vv € V : fi1(v) T fo(v). Then, (F,Cp)
forms a complete lattice.

The partial order C g introduced in Prop. 3.3 canonically induces maps to combine
two functions f1, fo € F' in a lattice-theoretic setting.

Corollary 3.2. Let (F,Cr) be defined as in Prop. 3.3. Then, Cp induces operators
Up: F x F —= F for join and Mg : F x F — F for meet as follows:

filp fo = f:V = Val such that Vv € V : f(v) = fi(v) Uyas f2(v)
fiNp fa = f:V — Val such that Vv € V : f(v) = f1(v) My f2(v)

Forward Interpretation

The implementation of forward interpretation is sketched in Alg. 3, taking as input
a basic block b and a map pre, that describes the precondition of b. First, the
postcondition post, is initialized with L by mapping each v’ € Vgt to L € Val.
To describe the reachable output states (the postcondition), we conjoin [b] and pre,
to give £ = [b] A pre,. Then, for each v' € Vo, the algorithm computes a value set
abstraction using Alg. 2, which is stored in the postcondition post,. The output
of the procedure is a map that provides value sets for each v’ € V. Intuitively,
given a block b = (b1,...,by), Alg. 3 computes the function

(ayal o (b o...0b1)oWwal) : (B x (Vin — Val)) = (Voue — Val)
W vV TV
[[b]] preg, post,

where Yy, @ (Vin — Val) — ZIVinl denotes the concretization of a precondition of
type Vin — Val (which is encoded symbolically in line 2). Indeed, this formulation

1The alert reader will observe an inaccuracy in the formalization of Boolean formulae since we
define an encoding for a block as a formula ¢ € p(p(V)), yet often assume V = Viy U V.
However, this inaccuracy is inconsequential. All techniques discussed in this and the following
chapters, except for Alg. 2, which explicitly performs projection, provide identical results for
formulae that are expressed using intermediate variables. Indeed, they are independent of
intermediate variables for the same reason why projection using model enumeration is correct.
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3.1 Block-Level Abstraction

Algorithm 3 forward : (B x (Vi, — Val)) = (Vou — Val)
1: posty < A € Vour.Lyal

2 € B (Aver, (Vocore () =)

3: for all v/ € Vo do
4:  post, < f: Voue — Val such that f(v) = {

post,(v) : ifv#v
ayal(§,v") ¢ otherwise
5: end for

6: return post,

of an abstract transformer for b dovetails with the classical design proposed by
Cousot and Cousot [77, 78] and directly provides an argument for correctness.

Example 3.4. Consider [b] defined in Ez. 3.1. Suppose the precondition pre, of b
is defined as:

pre, = ((@)e{8,...,12,15,...,18} A (y)€{0,...,22}))
The algorithm then computes:

post, = ((z")€{0,...,16}) A (y")€{8,...,12,15,16}) )

Backward Interpretation

Likewise, we define a backward interpreter, which computes a precondition pre,
from a postcondition post, and a formula [b] that encodes a block b € B. The
backward analysis is derived directly from Alg. 3 using the following adaptations:
(1) iterate over v € Vi, rather than v’ € Vi, and (2) swap all occurrences of
pre, and post,, respectively. In the following, we refer to the forward analysis as
forward : (B x (Vin — Val)) = (Vou — Val), and to the backward analysis as
backward : (B X (Vou — Val)) = (Vi, — Val).

Example 3.5. Consider [b] defined as in Ex. 3.1. Put:
pre, = ( (x) € {10,20,30} A (y) € {50,60,70} )
Applying Alg. 8 in forward direction yields a postcondition:

post, = forward(b, pre,)
= ((@")e{2,6,12} A (y") €{4,10,14} )

By re-applying Alg. 8 in backward direction, we compute:

pre, = backward(b, post,)
= ((x) €{4,10,14,20,26,...,244,250,254} A (y) € {50,60,70} )

Observe that pre, C backward(b, forward(b, prey)).
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3 Control Flow Reconstruction using Boolean Logic

Reprise Backward interpretation leads, in certain situations, to a coarse over-
approximation of the original inputs. This is the case in the above example, and has
also been observed in the literature [198, 199]. The loss in precision follows from:

1. Some instructions (such as ANL 0x05, #0xOF) are non-invertible.

2. A more intriguing argument follows from the domain structure itself. Backward
reasoning amounts to solving the following abduction problem: Given b and
¢, compute a non-empty a such that (a Mb) = ¢. This problem can also
be seen as that of computing weakest preconditions. When a, b, and ¢ are
elements of an abstract domain, then the largest unique a with a # 1 and
(a™b) | ¢ is called the pseudo-complement of b relative to ¢. A domain in
which each element has a pseudo-complement is called a Heyting domain [107,
Def. 4]. Unfortunately, the value set domain is not Heyting, and neither is
the combination of two Heyting domains necessarily a Heyting domain [161,
Prop. 4]. To illustrate, consider b = {0} and ¢ = {-5,...,5}, for which two
incomparable a can be found, namely a = {-5,...,—1} and a = {1,...,5}.
One way out of this dilemma is to lift a non-Heyting domain to its power-set
domain, which yields a Boolean domain. A Boolean domain is always Heyting,
since for each abstract element b, there exists a full complement a such that
allb=T and aMb = L. However, tractability then becomes an issue (cp. [200,
Sect. 1]).

We thus follow the approach proposed by Rival [198] and augment ¢ with encodings
of pre- and postconditions, respectively, to limit the loss in precision.

3.2 Program-Level Abstraction

The previous section has discussed the technical steps in computing abstractions of
a single basic block in both, forward and backward direction. Most notably, these
steps are bit-blasting, existential quantifier elimination, and value set abstraction.
This section, in turn, extends these techniques towards a whole-program analysis
using alternating forward and backward analyses. It is well-known that backward
abstract interpretations can refine forward abstractions [78], an observation that is
implemented in our framework. The analysis, in essence, can be seen as a classical
forward fixed-point iteration for invariant generation. However, on conditional
branches, backward analysis is executed on unrolled paths to refine the invariants.
This strategy can be seen as a response to efficiency problems incurred by path-
sensitivity. Rather than performing a path-sensitive forward analysis, we interleave
the forward analysis with k-bounded, path-sensitive backward refinements.
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3.2 Program-Level Abstraction

#define N_HANDL 6
const UINT8 (*const code pfl[])(void) = { hi, .., h6 };

UINT8 keyPress(UINT8 keyCode) {
if (keyCode >= N_HANDL) return C_FAIL;
return (*pf[keyCode]);

Figure 3.3: Program discussed in Ex. 3.6

3.2.1 Overview

First, the binary is disassembled using recursive traversal disassembly until an
indirect jump is discovered. Recursive traversal disassemblers only map those
bytes to instructions that can actually be reached from the control flow. Upon
encountering an indirect jump, the disassembler stops, and a CFG is extracted from
the fragment available thus far. This CFG is incomplete in the sense that it neither
contains all instructions nor all edges. From the CFG, we compute a basic block
representation, so that each straight-line sequence of instructions is represented by
a single vertex.

Definition 3.7. Let G = (B,by, F,0) denote a block-wise CFG, where B =
{bo,...,bn} is the set of basic blocks, by € B is the initial block, E C B x B
is a transition relation, and o : E — ©(p(V')) labels edges with guards.

Suppose a block b € B ends in a conditional branching instruction whose target
depends on the zero flag. For both successors b; and by of b, we have (b,b1) € E and
(b,by) € E. Further, o restricts (b,b1) and (b, b2) so that either the zero flag holds or
does not hold. The analysis then outputs value sets for all input and output registers
on entry and exit of each block. For the Intel MCS-51, these value sets include, most
notably, the two 8-bit data pointer registers DPL and DPH, which are combined to
form a 16-bit register DP. Together with an additive offset stored in the accumulator
A, register DP indicates the target of an indirect jump. The value sets of DPL, DPH,
and A prior to the indirect jump are thus used to guide the disassembler in the next
iteration. Iterative disassembly and fixed-point computation is stopped once the
jump targets stabilize. This formulation of the problem leads to a simultaneous
computation of fixed points for data and control flow (cp. [142, Sect. 2.3]).

Example 3.6 (Running example). To illustrate, consider the assembly code listing
in Fig. 8.4, which has been obtained from compiling the C program in Fig. 3.3.
Table 3.1 presents the corresponding jump table after compilation. This program
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0x003: MOV 0x08, R7 Ce
0x005: MOV A, 0x08 0x038: CLR A

0x007: CLR A 0x039: MOVC A, ©(A+DP)
0x008: SUBB A, #N_HANDL 0x03A: MOV R3, A
0x00A: JC C:0xO00F 0x03B: MOV A, #0xO01
0x00C: MOV R7, #C_FAIL 0x03D: MOVC A, @(A+DP)
0xO00E: RET 0x03E: MOV R2, A
0x00F: MOV R7, 0x08 0x03F: MOV A, #0x02
0x011: MOV A, R7 0x040: MOVC A, ©(A+DP)
0x012: MOV B, #0x03 0x041: MOV R1, A
0x014: MUL AB 0x042: AJMP C:0x100
0x015: ADD A, #0x26 Ce

0x017: MOV DPL, A 0x100: MOV DPH, R2
0x018: CLR A 0x102: MOV DPL, R1
0x019: ADDC A, #0x00 0x104: CLR A

0x01B: MOV DPH, A 0x105: IJMP @(A+DP)

0x01C: AJMP C:0x038

Figure 3.4: Assembly listing of program introduced in Ex. 3.6

illustrates a typical use of indirect control flow in embedded software. An array of
function pointers hi, ..., hé6 is stored in a table in program memory. These functions
are indexed using an integer keyCode, which is passed to a function keyPress().

Block boxoos implements the comparison keyCode >= N_HANDL using a subtraction
SUBB A #N_HANDL. The comparison holds true if SUBB does not underflow, which
is indicated by the carry flag. For the success-branch, SUBB clears the carry and
control is redirected to boxooc. The constant #C_FAIL is then stored in register R7 as
the return value of keyPress(). Otherwise, control is passed to block boxoor. This
block first calculates an offset for indexing the jump table that represents pf. The
subsequent blocks read the respective entry from the table, assign them to the data
pointer DP, prepare the accumulator A, and invoke the indirect jump IJMP @(A+DP).

Example 3.7 (Forward analysis without refinement). Consider again the program
introduced in Ex. 3.6 and assume the abstract interpreter enters block bozoos with
the following precondition (where bit-vector r7 represents register R7 on entry):

pre, ., = ( (rr)€{1,2,3,101,102,103} )
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Table 3.1: Jump table compiled for program in Fig. 3.3

Memory Address | Mark High Low | Function

0x26 OxFF  0x00 0x64 hi
0x29 OxFF  0x00 0x69 h2
0x2C OxFF  0x00 Ox6E h3
0x2F OxFF 0x00 0x73 h4d
0x32 OxFF  0x00 0x78 hb5
0x35 OxFF 0x00 07D h6

Applying the forward abstraction procedure yields a postcondition as follows:

() € {95,96,97,251, 252, 253}
forward([bogoos], pTey,, ) = (rhhz08) € {1,2,3,101, 102,103}
() €{0,1}

Here, ¢ denotes the carry flag on output of the block. Observe that the value
set domain has lost the relation between values that yield (¢) = 0 and those for
which we obtain (') = 1. Hence, all values are propagated into the successors
bozooc and bogoor. Proceeding with the iteration, we eventually compute a value set
{41,44,47,85,88,91} for the data pointer DPL, which is used to index the jump table.
This value set leads to the entries of functions h2, h3, and h4 (cp. Tab. 3.1), but
also three spurious jump targets that stem from values 85, 88, and 91 of DPL.

The overall execution of the analysis is highlighted in Fig. 3.5. The spurious values
computed for register R8 on entry of block 0x00F lead to spurious values 85, 88,
and 91 of DPL on exit from block 0x00F, which are computed using multiplication
and addition with constants. Then, DPL and DPH are used to index the jump table.
Locations 85, 88, and 91 in program memory, which do not belong to the table, hold
unpredictable values, which is indicated by 7 symbols in the value sets of R1, R2,
and R3 on exit from block 0x038. The analysis thus infers three legitimate jump
targets that indicate functions h2, h3, and h4, but also spurious ones.

It is easy to verify that the lack of precision is induced by the inability of the
forward analyzer to properly capture the constraint on register R8 that is imposed
by the conditional branching instruction JC C:0x00F. To sidestep this problem, we
now introduce an analysis strategy which, upon branching conditions, performs a
depth-bounded path-sensitive backward analysis to refine the forward invariants.

3.2.2 Forward Analysis with Invariant Refinement

Refinement-based analysis performs fixed-point iteration using a worklist in forward
direction (see Alg. 4). Starting with the initial block by € B, blocks are analyzed
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3 Control Flow Reconstruction using Boolean Logic

rr = {1,2,3,101,102, 103} rg — {1,2,3,101,102, 103}
c— {0} c— {1}
MOV 0x08, R7 | e MOV R7, 0x08
—_ MOV A, 0x08 - MOV A, R7
3 CLR A MOV B, #0x03
g SUBB A, #N_HANDL — MUL AB
= JC C:0xO0F S ADD A, #0x26
% MOV DPL, A
rf — {1,2,3,101,102, 103} =) CLR A
) — {95,96,97, 251,252, 253} ADDC A, #0x00
cd — {0,1} MOV DPH, A
‘ AJMP C:0x038
°7’ i = {0}
Tho — {41,44,47,85,88,91}
ra — {95,96,97, 251,252, 253}
— c— {0}
1]
S MOV R7, #C_FAIL
S RET Tdph 7 {0}
4 — {#C_FAIL} rap1 — {41,44,47,85,88,91}
CLR A
MOVC A, Q(A+DP)
MOV R3, A
ry— {0,7,7,7 MOV A, #0x01
ri — {105,110,115,2,7,? o MOVC A, @(A+DP)
S MOV R2, A
— MOV DPH, R2 S MOV A, #0x02
§ MOV DPL, R1 MOVC A, @(A+DP)
& CLR A MOV R1, A
rhon > 10,7,7,2 AJMP C:0x100
They — {105,110,115,2,7,7} [ vl {255,7,7,7}
ry — {0} ry— {0,7,7,?
)+ {105,110,115,7,7,?
’ rdph = {Oa ?7 ?7 ?
S Tap1 — {105,110,115,7,7,7
o
~ Ty — {0}
5
T IJMP @(A+DP)

Figure 3.5: Forward value set analysis for control flow recovery; the indirect read in
block 0x038 leads to three spurious values for R1, R2, and R3, respectively,
which entail that spurious jump targets are computed in block 0x106
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3.2 Program-Level Abstraction

Algorithm 4 analyze
Input: block-wise CFG (B, by, F,0)
Output: pre- and postconditions pre, and post, for all b € B

1: W+ {bo}

2: while W # () do

30 b+ WpopQ

4: & < forward(b)

5. if { £ post, then

6: post, < post, LI¢

7: for all s € succ(b) do

8: if o(b, s) = true then
9: < rename(post,;)
10: else

11: i < rename(refine(s,b,k))
12: end if

13: if 1 Z pre, then
14: pre, < pre, U pu

15: W.add(s)
16: end if

17: end for
18:  end if

19: end while

one after another, and the outputs of each analyzed block are propagated into its
successors. If the precondition pre, of a block b € B changes, b is added to a
worklist, which indicates that b needs to be analyzed again. The key difference of
the algorithm compared to standard approaches is implemented in lines 8-12. If the
guard map o does not constrain the edge (b, s) € E, then the postcondition of b is
propagated into the precondition of s. Here, an auxiliary procedure rename takes
care of renaming, which is necessary to match variable names (to distinguish inputs
from outputs). However, if o imposes a constraint on (b, s), backward refinement is
performed (see line 11), the result of which is propagated into pre,. The refinement
procedure is given in Alg. 5, and is discussed in what follows.

k-bounded Backward Refinement Procedure refine(s,b, k) unrolls the block-
wise CFG (B, E, by, 0) by k steps in backward direction, yielding a tree U in line 1.
To avoid interference of refine with the forward analysis, we introduce auxiliary
data structures pre!, and post!, to store the intermediate pre- and postconditions
for each block in uw € U. These auxiliary data structures are used only within
refine(s, b, k). Then, the algorithm first iterates over U in pre-order and performs
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3 Control Flow Reconstruction using Boolean Logic

Algorithm 5 refine(s,b, k)
Input: start node s € B
Input: predecessor b € B of s
Input: bound k£ € N
Output: refined precondition of s
: U < unroll(s,b, k)
pre, < pre,
for all (¢5,t.) € U in pre-order do
X < rename(o(ts,te))
[t nx
post} < prej}
pre; < backward(t,,post; ) pre;
end for
for all (t4,t.) € U in post-order do
& [ts] N o(ts, te)
post; < forward(t,,pre; ) post;
pre; < rename(post; )
: end for
: return pre/,

— = =
L

a backward analysis, starting with b subject to the guard o(b, s) (see lines 3-8).
Upon termination of the first loop, the tree is traversed in post-order by applying
the forward interpreter until the starting block s is reached. Then, pre represents
a more descriptive precondition of s than pre,, i.e., pre, C pre,. This refined
precondition is the output of the procedure.

Observe that the refinement procedure is parameterized by k € N, which provides
potential for demand-driven adjustment of the refinement depth. The refinement
depth too gives a way to control the trade-off between precision and tractability:
Increasing k improves precision of the analysis, though at the cost of higher runtimes.

Example 3.8 (Forward analysis with refinement). For this example, let k = 1. The
conditional branch JC C:0xz0O0F passes control to either 0xz00C or 0z00F, depending
on the carry flag. Assume the precondition pre, . as in Ex. 3.7. Of course,
forward analysis yields the same postcondition post, ., too. Proceeding with block
bozooc, we observe that the guard predicate o((bozooss bozooc)) constrains the carry
flag, thereby triggering refinement by calling refine(bozooc, bozoos, 1) in line 11 of
Alg. 4. Then, U consists of one edge (bozoos, bozooc), and backward analysis in line
7 of Alg. 5 yields:

pregomg = (r7€{1,2,3})
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In lines 9-13, the forward interpreter computes a refined postcondition of bozoos as:

post, = ((r) € {251,252,253}, (rh) € {1,2,3}, () € {0})

boz003

This postcondition is returned as the output of refine(bozooc, bozooz, 1)-

The overall results of the analysis are depicted in Fig. 3.6. After refinement starting
from block 0xOO0F has finished, the analysis proceeds as before and only performs
forward propagation. Since R8 now represents values 1, 2, and 3, indices 41 (0x29),
44 (0x2C), and 47 (0x2F) into the jump table are computed as desired (cp. Tab. 3.1).
Hence, the analyzer eventually computes the entry addresses of h2, h3, and h4.

3.3 Experiments

We have implemented the analysis discussed in this chapter in [MC|SQUARE [207, 208]
using MINISAT [94]. All experiments were performed on a desktop computer
equipped with an Intel Core i5 CPU and 4 GB of RAM. To evaluate the precision
of our approach, we have applied it to two sets of benchmarks for the Intel MCS-51.
These benchmarks were chosen with the following questions in mind: (1) Are the
runtime requirements acceptable on non-trivial examples? (2) How precisely are
jump targets recovered? (3) To what extent do compiler-specific implementation
details in the binary code affect the precision and performance of our framework?
To evaluate the independence of our framework from a specific compiler version, we
compiled all programs with both, the KEIL pvisION 3 and the SDcC 3.0 compilers.

3.3.1 Benchmarks

The first benchmark set consists of programs that explicitly use function pointers to
implement typical functionalities of embedded software programs (e.g., handling of
inputs from a keypad). By way of contrast, the second set implements a form of
state machine which is compiled into programs that use indirect control. The sizes
of the binary programs range from 52 to 180 instructions overall.

Function Pointers in Embedded C Programs

The following embedded C programs implement samples from the tutorial Array of
Pointers to Functions in [132]. These programs use function pointers, jump tables,
and pointer arithmetic.

Single Row Input The application reads input data from a bi-directional port that
is connected to several buttons. Each button is associated with a handler
function. The entry addresses of handler functions are stored in an array of
function pointers that is indexed using an identifier of the respective button.
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3 Control Flow Reconstruction using Boolean Logic

r7 — {1,2,3,101,102, 103} rg > {1,2,3}
c— {0} c— {1}
MOV 0x08, R7 L e—1 MOV R7, 0x08
_ MOV A, 0x08 MOV A, R7
3 CLR A MOV B, #0x03
i SUBB A, #N_HANDL — MUL AB
= JC C:0xO0F S ADD A, #0x26
) 5 MOV DPL, A
rh — {1,2,3,101,102,103} S CLR A
4 > {95,96,97, 251,252, 253} ADDC A, #0x00
c —{0,1} MOV DPH, A
‘ AJMP C:0x038
°7’ Tion > {0}
vl > {41,44,47
ry — {95,96,97,251,252, 253} ap | }
— c— {0}
8
S MOV R7, #C_FAIL
S, RET Tdph 7 {0}
4 — {#C_FAIL} Tapy — {41,44,47}
CLR A
MOVC A, @(A+DP)
MOV R3, A
ro s {0} MOV A, #0x01
1 — {105,110, 115} @ MOVC A, Q@(A+DP)
S MOV R2, A
— MOV DPH, R2 S MOV A, #0x02
§ MOV DPL, R1 MOVC A, @(A+DP)
x CLR A MOV R1, A
Phon = {0} AJMP C:0x100
Thpy — {105,110,115} D 74— {255}
ry — {0} 5 — {0}
7 {105,110, 115}
rdph — {0}
S Tap — 105,110,115}
o
~— Ty — {0}
5
T IJMP Q(A+DP)

Figure 3.6: Forward value set analysis with backward refinement, which takes place
in block 0x038; with refinement, the indirect read in block 0x038 leads
to exactly three jump targets in block 0x106 as desired
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Keypad The application interfaces a 3 x 3 keypad. Whenever a key is pressed,
the column and row numbers of the respective key are used to access a
two-dimensional array of function pointers.

Communication Link This application handles requests that are transmitted over
a serial link. It does so by indexing a table that contains callback functions to
handle each command. A table-lookup paired with pointer arithmetic then
determines the address of the callback function to handle the request.

Task Scheduling The application implements a low-level task scheduler. It operates
on a data structure that consists of an activation interval and a function pointer
to the respective task. An array holds one such entry for each task, 5 in our
application. Upon each time tick, the application iterates over the array and
checks whether the activation interval matches the elapsed time. The program
then uses the indexed function pointer to call the respective task indirectly.

State Machines

The second set of benchmarks implements different variants of state machines using
switch-case statements with the following functionality:

Single Switch-Case This program is controlled by a switch-case statement with 18
distinct cases and a default branch. A compact range of values to be tested
causes the compiler to implement the switch-case statement using a jump
table. The structure of this benchmark is similar to the example in Fig. 3.1,
even though it is harder to analyze due to the more complex jump table.

Emergency Stop This application implements emergency stop functionality [180,
pp. 40-45], which has been specified by the PLCopen consortium. The stan-
dard defines safety-related functions within the IEC 61131-3 development
environment to support developers of programmable logic controllers (PLCs).
The program, in essence, monitors an emergency stop button.

3.3.2 Results

Table 3.2 shows the experimental results for these benchmarks. The table clearly
shows that pure forward value set analysis is insufficient for recovering jump targets
precisely. Most data pointer values in forward analysis point to locations in program
memory that are out of bounds, or that do not represent meaningful instructions,
i.e., junk code. Yet, integrating backward refinement with a small bound (% is set
to 2 on all benchmarks) eliminates the redundant jump targets for all except one
benchmark (Switch Case compiled using Spcc). For Switch Case, the imprecision
stems from the translation applied by Spbcc, which computes the target in a loop
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3 Control Flow Reconstruction using Boolean Logic

in which the carry flag changes so that it contains {0,1}. The carry flag, in turn,
is used to compute the jump target. Since value set analysis is non-relational, it
fails to capture the relation between a concrete integer and the carry flag.? Jump
targets are thus computed for both possible values of the carry flag, thereby leading
to twice the number of jump targets. It is also interesting that in some situations
combined forward and backward analysis is significantly cheaper than pure forward
analysis. This is because the value sets tend to be much smaller; fewer iterations
are thus required to converge onto a fixed point (since we do not use widening).

3.3.3 Comparison

Our benchmarks have also been used in a different project [20]. Bardin [16] has
reported on experiments for the PPC platform using k-set analysis, the results of
which are given in Tab. 3.3.2 Here, columns Time (PaR) and Time (NPaR) denote
the runtimes obtained for two different configurations of their analyzer. Their
approach fails to analyze Task Scheduler and is significantly slower for Emergency
Stop (135s), but is able to recover jump targets for the other benchmarks more
quickly than our technique. However, the technique used by Bardin et al. [20] is
driven by indirect control: it is only precise for data-flow facts relevant to control
flow reconstruction, whereas our method computes precise value sets for all registers;
it then uses the particular results for the DPL, DPH, and A registers to reconstruct a
CFG, which may justify the slightly weaker performance on the other benchmarks.

3.4 Related Work

Even though the problem of control flow reconstruction has recently received
increasing attention from the abstract interpretation community, it has long been
studied in the context of decompilation and binary-to-source translation [58, 237].
This section surveys related approaches to decompilation, control flow reconstruction,
and path-sensitive abstract interpretation, which have emerged over the past two
decades.

3.4.1 Platform-Specific Decompilation

The early work of Cifuentes and Van Emmerik [61] tackles the problem of recovering
jump tables from binaries. There, the authors perform slicing of the binary [60],

2 A workaround to this problem is to augment bit-vectors that represent registers with certain bits
of the status register. Value set analysis then targets bit-vectors v = (v[0],...,v[w — 1],¢) to
capture the relation between v and the carry flag ¢. For further details, see [41].

3We have not been provided with results for the program Communication Link. Further, observe
that the numbers of instructions and jump targets vary due to different compilers.
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3 Control Flow Reconstruction using Boolean Logic

Table 3.3: Experiments reported by Bardin [16]

Name | instrg | JT || RT | ST | Time (PaR) | Time (NPaR) |
Single Row Input | 158 6 6 6 <1s < 1s
Keypad 224 8 8 8 <1s <1s
Task Scheduler 127 3 0 00 2s <1s
Switch Case 204 19 || 19 | 19 <1s <1s
Emergency Stop 475 10 || 10 | 10 135s 17s

where the slicing criterion is determined by the indirect jump instruction. The
remaining program slice is then transformed into a normal form using rewriting
techniques, thereby explicitly tackling switch-case statements, which often exhibit a
similar structure in the binary. Srivastava and Wall [227] introduced the concept of
hell nodes to control flow analysis. If the target of an indirect jump is unknown,
then control is redirected to an auxiliary hell node, which is always reachable and
for which all abstract program properties are initialized to T. This concept was
resumed by De Sutter et al. [91], whose analysis starts with a conservative CFG
in which every indirect control instruction targets the hell node. The conservative
approximation of the CFG is then incrementally refined using static analyses such as
constant propagation, the information of which is used to replace some control flow
edges to hell nodes by regular edges. This approach was implemented in the ALTO
link-time optimizer for Alpha processors [174]. By way of contrast, Theiling [232]
uses a bottom-up analysis, starting with a collection of entry points, based on which
a CFG is incrementally extended. His approach, however, requires the compiler
to be known [232, Sect. 5.2] to find switch tables, which is not required for our
algorithm as we compute the addresses that represent jump tables. Holsti [129]
uses partial evaluation to analyze switch tables, but also relies on compiler-specific
information to find the respective handlers [129, Sect. 7]. The de-facto industrial
standard for binary analysis is IDA Pro [128]. This tool is based on unsound
heuristics, such as assuming that every call returns to its original call-site, which can
lead to erroneous edges in the CFG. Furthermore, the generated CFG is incomplete
in general, based on limited property propagation mechanisms (constants, e.g., are
only propagated within basic blocks).

3.4.2 Control Flow Reconstruction by Abstract Interpretation

The most prominent tool for control flow reconstruction by abstract interpretation is
probably JAKSTAB [141], which interleaves disassembly with abstract interpretation
as we do. The abstract domain used in JAKSTAB consists of a form of symbolic
constant lattice [142, Sect. 4]. Later, Flexeder et al. [100] extended their algorithm
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towards interprocedural analysis. Recently, Kinder and Kravchenko [140] proposed
to alternate between over-approximation using abstract interpretation and under-
approximation using simulation. Under-approximation yields stricter preconditions
on indirect control instructions, from which abstract interpretation benefits. By way
of contrast, Bardin et al. [20] use the k-set abstract domain paired with refinement.
The authors refer to this approach as value analysis with precision requirements.
The key idea of their work is to refine the precision of the abstract domain once
the chosen k-set becomes imprecise (in that it yields T). CODESURFER/X86 [9, 10]
uses IDA PRO to get access to executable files and then employs heuristic analyses
using abstract domains such as affine equalities and strided intervals. As in IDA
PRrO, the resulting CFG may be incomplete [9, Sect. 3.8].

3.4.3 Control Flow Reconstruction in Model Checking and Testing

McVETO [231] performs reachability analysis of binaries using directed proof gener-
ation [121]. In MCVETO, the binary is decompiled instruction by instruction and
the state space is explored using on-the-fly predicate refinement, starting with an
initial abstraction of the binary that consists of two propositions about the program
counter. This abstraction is motivated by the fact that, in contrast to source code
model checking, the CFG of the program is not initially available, and thus has to
be extended gradually. Our own tool [MC]SQUARE [207, 208, 211] uses explicit-state
model checking based on simulation of the hardware, and can thus directly extract
jump targets from the state space. Control flow analysis also appears in automated
(concolic) testing of executables. The tool OSMOSE [17, 18] derives test-cases based
on an incomplete CFG, which is then incrementally extended using jump targets
that occur in executions of a test. The CFG may thus still be incomplete, but
converges onto a sound one from below while test-cases are explored. Our own work
on systematic test-case generation for binaries [190] uses the same approach.

3.4.4 Path-Sensitive Abstract Interpretation

In many practical cases, non-relational and convex abstract domains are not ex-
pressive enough to capture required invariants. There has thus been much interest
in refining abstract domains to improve the accuracy of abstract interpretations.
Cousot and Cousot [78] have introduced disjunctive completion, which can be seen
as a form of lifting an abstract domain to its power-set representation. The drawback
of this construction, however, is its computational cost as the size of the domain
increases exponentially. Rival and Mauborgne [200] introduced trace partitioning
to augment the abstract analysis domain with a finite partitioning of the possibly
infinite set of paths. The partitioning is determined heuristically or delegated to
the end-user. Different variations of this approach, such as control flow splitting
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3 Control Flow Reconstruction using Boolean Logic

using Boolean flags [220], have been proposed. A different direction was followed
by Balakrishnan et al. [11], who combined forward and backward analysis so as
to eliminate infeasible paths, thereby obtaining a refined control structure of the
program. Similar in spirit is the work of Rival [198, 199] on error localization using
abstract interpretation by applying backward transformers. To limit the imprecision
that stems from applying transformers in reverse, Rival intersects backward states
with those obtained using forward analysis, which is not dissimilar to our approach
of encoding pre- and postconditions within the SAT instance.

Later work by Balakrishnan et al. [12] uses classical abstract interpretation for
control structure refinement, where paths through a loop are represented by regular
expressions. Our own contribution to this field [38] extends the work of Balakrishnan
et al. [12] in two ways: (a) symbolic best transformers [197] for each path through
the loop are generated, which (b) explicitly model bit-vector arithmetic. The method
described in this chapter differs from the above works — which apply some form of
domain or control flow refinement — by using bounded path-sensitive backwards
analysis to refine certain abstract elements.

3.5 Discussion

In this chapter, we have explored the possibility of using SAT solvers for value
set analysis of binary code with applications in control flow reconstruction. The
framework allows us to treat forward and backward analyses uniformly, based on
a relational description of the program semantics. The algorithms that compute
forward and backward value set abstractions, which are based on a mixture of
existential quantification and incremental SAT solving, then exhibit a symmetric
structure.

The key to precision lies in the combination of these analyses, which can be
seen as a response to the tractability issues associated with path-sensitivity. Using
k-bounded backward refinement entails that recovery of precision is performed
locally, independently of the size of the entire program. This approach mitigates the
computational problems incurred by bit-precise path-sensitive techniques. It is well-
known since the early works of Cousot and Cousot [77, 78] that backward abstract
interpretations can refine forward analyses. However, the difficulty of designing
precise backward transformers together with limitations of domains frequently used
in abstract interpretation — recall the discussion on structural properties of Heyting
domains — has thus far often thwarted the practical application of backward
refinement. We believe that automatic abstraction using uniform forward and
backward analyses may provide a technique to bridge this gap between theoretical
results and practical applications.
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4 Automatic Abstraction of Bit-Vector
Formulae

The technique for control flow reconstruction based on value set analysis presented
in the previous chapter invokes a SAT solver on each application of a transfer
function. Although different in its technical details, the approach can thus be seen
as similar in spirit to the algorithm of Reps et al. [197, Sect. 2] to implement symbolic
best transformers; Alg. 6 presents a variation of their technique.! The procedure
sbt(p, G) takes as input a formula ¢ and a Galois connection G = (C,~, «, D), which
relates a concrete domain C' and an abstract domain D through a concretization
map v : D — C and an abstraction map o : C — D (cp. [77, Sect. 6]). The output
of sbt(y, G) is the most precise abstract element d € D that over-approximates all
concrete states ¢ € C described by ¢.2 The key idea of Reps et al. is to invoke a
decision procedure — in their method a theorem prover — on each application of a
transfer function so as to compute the most descriptive abstract output directly from
the concrete semantics of a program statement. In the worst case, this approach
requires h calls to a decision procedure to evaluate a transfer function, where h is
the chain-length of the respective abstract domain D [197, Thm. 1]. In the previous
chapter, we have shown that — owing to efficient SAT solvers — this dynamic
approach is tractable if only few calls to the solver are required to compute the
output: the 8-bit value set domain paired with a dedicated abstraction procedure
exhibits this desirable property. However, this is not always the case.

Drawbacks of Online Transformers Indeed, many abstract domains exhibit chains
whose length is polynomial or exponential in the number and domains of involved
variables (variable domains are discrete in our setting, and thus finite), which
may render the online computation of transformers during fixed-point iteration
intractable. We support this observation by means of an example.

'Reps et al. [197] additionally use a map B(m) to transform a concrete model m, which is defined
as map m : Var — C, into an abstract store Var — D. However, this is only a minor technical
difference that we omit for the purpose of presentation.

2Requiring a Galois connection G = (C,~v, o, D) to relate the concrete domain C and the abstract
domain D guarantees the computation of a best abstraction. Intuitively, a Galois connection
entails that there is an optimal abstract analogue d € D for each ¢ € C. If this requirement is
dropped, the algorithm produces a sound abstraction which may be suboptimal.
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Algorithm 6 sbt(y, G)
Input: formula ¢
Input: Galois connection G = (C,~, «, D)
Output: symbolic best abstraction d of ¢ in D
d+ L
Y@
while ¢ is satisfiable do
m < model of
d <+ dUa(m)
Y P A —y(d)
end while
return d

Example 4.1. Consider octagons [166], which consist of conjunctions of inequalities
of the form +v1 £ v9 < ¢ where v1 and vy are bit-vectors and ¢ € Z. For simplicity,
assume that a formula ¢ € p(p({v1,v2})) describes the following set of models:

{(0,0),(0,1),(1,1),(1,2),..., (254, 255), (255,255)} € p(Z?)

(v > < 500. Alg. 6 queries a
solver to obtain a model my of ¢, e.g., m; = {(v1) = 0, (va) = 0}, which induces
0 < (v1) + (v2) < 0. In a second iteration, ¢ A < < 1) + (v2) <0) is passed
to the solver, possibly yielding a model mg = {(vo) = 0, (ve) = 1} that defines a
relazed constraint 0 < (v1) 4 (va) < 1. Proceeding like before, the algorithm requires
499 more calls to the decision procedure to converge onto 0 < (v1) + (v2) < 500.

The formula could thus be abstracted by 0 < (v1) +
)
—(0

Observe, however, that the algorithm could have produced the abstraction 0 < (v1)+
(v2) <500 in three iterations, had it produced models m; = {(v1) = 0, (v2) = 0}
and my = {(v1) = 255, (v9) = 255} that define 0 = (v1)+(v2) and (v1)+(vs2) = 500,
respectively. Afterwards, the solver is invoked once more to prove that the abstraction
is sound by testing ¢ A =(0 < (vy1) + (v2) < 500) for unsatisfiability. Computing
optimal abstract outputs with a dependency on the solving strategy as strong as
in Alg. 6 leads to unpredictable runtimes which even may vary strongly from one
execution of the analysis to another; of course, this is highly undesirable.

Offline Computation of Abstractions As an alternative to computing symbolic
best transformers online, we propose to generate transfer functions offline, prior to
the analysis itself. Then, a decision procedure is repeatedly invoked to compute
a structure that describes how abstract inputs are mapped to abstract outputs.
Performing program analysis then merely amounts to applying the computed map,
rather than invoking the solver during the analysis. However, it is important
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to observe that a propositional formula ¢, which can be derived to represent the
concrete semantics of a program statement or a basic block, does not prescribe how to
compute a transfer function. Therefore, we show how to augment ¢ with additional
constraints so that an abstraction can be extracted from ¢; this is important to
efficiently abstract ¢ using linear constraint domains such as octagons or convex
polyhedra. Most notably, the abstract domains studied in this chapter include affine
equalities [136], arithmetical congruences [114], polynomials of bounded degree [73],
octagons [166], and convex polyhedra [82].

Roadmap Overall, this chapter provides a collection of techniques for inferring
abstractions for basic blocks that are defined as bit-vector relations. If programs are
defined over finite integers, then over- and underflows manifest themselves somewhere:
if not in the abstract domain [115, 144, 171, 172] then in the transformer [31, 32]
or elsewhere [223]. In general, abstract domains that model unbounded integer
arithmetic are attractive because of their structural simplicity, compared to those
that support wrap-around arithmetic.? When describing bit-vector programs using
abstract domains defined over unbounded integers (such as affine equalities or
octagons), one problem is thus to provide a systematic way to model wrapping
arithmetic within the transfer functions.*

To illustrate the problem, consider the domain of affine relations and the operation
ADD RO R1, which computes the sum of two inputs RO and R1 and stores the result
in RO. Driven by intuition, one might be tempted to model this instruction using
an equality (r0’) = ((r0) + (r1)). Yet, such modeling is unsound as it does not
address the effects of modular arithmetic. Indeed, no affine equality can model ADD
RO R1 for all feasible inputs, its abstraction is thus T,¢. With respect to wrap-
around arithmetic, each instruction can have three modes of operation, depending
on whether it overflows, underflows, or does neither (called regular). An instruction
with more than one mode of operation is called multi-modal, as opposed to uni-modal
instructions (such as MOV RO R1). Which mode is applicable then depends on the
values of variables on entry to the instruction. Knowing that a particular mode is
applicable permits a specialized transfer function to be applied for inputs which
conform to that mode. To illustrate, consider again ADD RO R1 on an 8-bit machine.
This operation exhibits three different affine relations, depending on its mode:

regular o {(r0") = (r0) + (r1))
overflow :  (r0) = (r0) + (r1)) — 256
underflow :  (r0')) = {(r0) + (rl)) + 256

31Tt is, for example, unclear how to model inequalities in conjunctive modular domains [172, Sect. 7].

“An alternative approach is implemented in static analyzers such as ASTREE [83-85]. There,
the program semantics is modeled over unbounded integers, followed by checks for over- and
underflow. However, this approach is not suitable for the analysis of programs for 8-bit
architectures where, e.g., 16-bit comparisons intentionally depend on over- and underflows.
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4 Automatic Abstraction of Bit-Vector Formulae

Hence, when applying abstract domains such as affine equalities to describe finite
bit-vector semantics, it is important to separate modes of operations. These modes
can, in turn, be specified as linear (octagonal) constraints over the inputs:

regular : —128 < ({(rO) + (r1) < 127
overflow : 128 < (rO) + ((rl) < 254
underflow : =256 < ((r0) + ((r1)) < —129

This observation leads to a formulation of transfer functions as systems of guarded
updates to separate and describe the different modes of operation. Then, the guard
characterizes an over-approximation of those inputs that satisfy the respective mode,
and therefore, which type of update is applicable. By way of contrast, the update
can be seen as an input-output transformer that stipulates how inputs are mapped
to outputs in an applicable mode. However, since a block is composed of several
instructions, each of which may have different modes of operation, this necessitates
an automatic technique that identifies the feasible mode combinations, for each
of which it computes an abstraction. The latter involves two technical challenges:
given a formula ¢ that describes the semantics of a basic block subject to a fixed
mode combination, it is necessary to (1) compute a precondition of ¢ (the guard)
using some class of inequality, and (2) derive a direct relationship between the inputs
and the outputs of the block (the update).

Outline This chapter is concerned with computing abstractions of (a subset of)
the registers characterized by a block. We present techniques for abstracting the
semantics of blocks as follows:

e First, Chap. 4.1 discusses the technical details of automatically separating
different modes of operation in bit-vector formulae.

e Then, Chap. 4.2 presents techniques that abstract relations between vari-
ables described by a formula with affine equalities, arithmetical congruences,
bounded polynomials, octagons, and convex polyhedra.

e Following, Chap. 4.3 presents a technique that we refer to as extrapolation:
the key idea of this method is to derive abstractions for short bit-vectors (e.g.,
in a 5-bit representation) and then soundly extrapolate the derived relations
towards larger bit-vectors (e.g., 32 bits) to improve efficiency.

The chapter concludes with experimental results in Chap. 4.4 and a discussion in
Chap. 4.5. The content of this chapter is strongly related to the following Chap. 5,
which is concerned with deriving transformers for symbolic constraints as opposed to
computing abstract relations among variables. However, the techniques presented in
Chap. 5 are to a great extent based on the abstraction mechanisms discussed herein.
We therefore present related work for both, Chap. 4 and Chap. 5, in Chap. 5.6.
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4.1 Separation of Modes

1: ADD RO Ri1; 2: MOV R2 RO; 3: EOR R2 R1; 4: LSL R2;
5: SBC R2 R2; 6: ADD RO R2; 7: EOR RO R2;

Figure 4.1: Example assembly listing for AVR microcontrollers

4.1 Separation of Modes

As in Chap. 3.1.1, we bit-blast a block b = (b, ..., b,) consisting of n instructions
by composing it from n formulae [b;] € p(p(V)) to give [b] = Ai_,[b:] € p(p(V)).
Each instruction in b can operate in one out of at most three modes: it overflows,
underflows, or does neither. Of course, the operations by, ..., b, that constitute b
may operate in different modes, although the mode of one instruction may preclude
a mode of another from being applicable. A mode m;y, is then chosen for each
instruction b;, and a single formula is constructed by augmenting [b] with encodings
[mik,] € p(p(V')) of constraints imposed by each mode, which yields a formula:

</\[[bi]]) N (/\[[mzk]]> € p(p(V))

i=1 i=1

semantics of b mode constraints

Observe that the modes of each instruction and the respective encodings can
directly be derived from the instruction-set specification of the target hardware. If
the composed formula is unsatisfiable, then the mode combination is inconsistent.
Otherwise, the mode combination is feasible and the formula describes one type of
wrapping (or non-wrapping) behavior that can be realized within the block.

Example 4.2. On an 8-bit architecture, instruction ADD RO R1 from Fig. 4.1 is
encoded as [ADD RO R1], which is given propositionally as:

(Ao r0'[i] 4 (rO[i] ® r1[i] @ c[i]))A
—¢c[0] A (/\?:O cli + 1] <> ((rO[i] A 7r1[i]) V (rO[i] A cli]) V (r1[i] A €[i])))
Here, the bit-vector ¢ denotes auziliary carry-bits to simplify the encoding. The ADD

instruction has three modes of operation: it can overflow (mo), underflow (my ), or
behave regularly (mr = —mo A —my ). These modes are encoded as follows:

[mo] = -rO[7] A—rl[7] Ar0'[7]
[mu] = rO[7) Arl[7] A —r0'[7]
[mgr] = (rO[7]Vrl[7]V —r0'[7]) A (—70[7] V —7r1[7] V r0'[7])

For example, [ADD RO R1] A [mo] describes the semantics of ADD RO R1 for those
inputs which lead to an overflow. The set of models of [ADD RO R1] A[mo] contains
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4 Automatic Abstraction of Bit-Vector Formulae

Table 4.1: Feasible and infeasible modes for the basic block in Fig. 4.1; only 5 out of
18 different mode combinations are feasible, which is checked by testing
the respective encoding for satisfiability

| ADD RO R1 | LSL R2 | ADD RO R2 || feasible? ||
R

yes
no
no
yes
no
no
no
no
no
yes
no
yes
no
no
no
yes
no
no

cCaCcacacoOo00000 I HIAIIA
COO0HIHIAIOOOHIAIIOOOIAIR
COTIOAOHICOHICOCOTIOCOHIOOR

exactly those valuations for which the arithmetic sum of RO and R1 yields a value
greater than or equal to 128 (if RO and R1 are interpreted as signed bit-vectors).
Likewise, [ADD RO R1] A [my] and [ADD RO R1] A [mg] describe the semantics of
ADD RO R1 for underflow and regular operation, respectively.

4.1.1 Detecting Feasible Modes

Consider again the assembly code listing in Fig. 4.1. The instruction LSL R2 shifts
register R2 to the left by one bit; the most significant bit of R2 is moved into the
carry flag. If the carry flag is set on output of the instruction, an overflow occurs.
However, there is no underflow specified for LSL, the instruction thus has two modes
of operation. The instruction SBC (subtract with carry) is multi-modal as it can
over- or underflow. Yet, in the case of two equal operands, the instruction SBC R2
R2 can only result in R2 = 0 or R2 = —1, depending on the carry flag on input.
In essence, SBC R2 R2 stores the carry flag on input in every single bit of R2. We
thus ignore the wrapping of SBC R2 R2 and consider it to be uni-modal. EOR and
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MOV are both uni-modal, too. Table 4.1 shows the feasible modes for the listing in
Fig. 4.1. The second row, e.g., refers to the formula which encodes the block paired
constraints for regular behavior of ADD RO R1 and LSL R2 and overflow of ADD RO
R2. Unsatisfiability entails that this combination is infeasible. Since ADD RO R1
and ADD RO R2 both have three modes, whereas LSL R2 has two, the above block
constitutes 3-2-3 = 18 mode combinations. Yet, only five of these combinations are
feasible. It is thus necessary to derive abstractions only for these feasible modes.

4.1.2 Incremental Feasibility Checks

The number of mode combinations in a single block is, in the worst case, exponential
in the number of instructions. The number of calls to a decision procedure required
to determine feasible modes is thus exponential, too. Further, incrementality, which
greatly affects the efficiency of contemporary solvers, cannot be exploited when
feasibility of mode combinations is checked one by one. We therefore present an
alternative strategy for checking feasibility of mode combinations incrementally.

Example 4.3. Let ¢ encode the block in Fig. 4.1 as before and consider the case
where ADD RO R1 underflows and LSL R2 behaves reqularly. The formula

¢ = @ A[map ro r,Ul A [mist r2.R]

describes this compound mode, independently of the second ADD. Observe that ¢’ A
[mapp ro r20] = @5 @ A lmuam ro r2v] = ¢, and ¢’ A [mupp ro ro,r] = ¢’ From
unsatisfiability of @', we thus deduce that ¢’ equipped with a constraint on the mode
of ADD RO R2 is infeasible, too.

The above example suggests extending the formula ¢ with mode constraints, such
as [mapp ro r2,0], instruction by instruction. This strategy can also be seen as
analyzing modes in a tree-like fashion. A sub-tree, which represents different modes
of one instruction, is then explored iff the formula representing its root is satisfiable,
as illustrated in Fig. 4.2. This technique may increase the overall number of SAT
instances to be solved (21 instead of 18 for the running example), because all leaves
are reachable in the worst case. However, the tree-like strategy integrates smoothly
with incremental solving techniques since the additional mode constraints can be
passed as assumptions, thereby permitting the solver to reuse information learnt.

Discussion Which solving strategy for feasible modes outperforms the other de-
pends on the distribution of feasible mode combinations; this distribution, in turn,
depends on the intrinsics of the analyzed block. There is thus no clear winner.
Of course, one could execute both strategies in parallel with the possibility of
communicating infeasible modes.
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Figure 4.2: Incremental detection of feasible mode combinations; each level in the
tree corresponds to one column in Tab. 4.1 (from left to right)
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4.2 Symbolic Abstractions for Bit-Vectors

For a formula that encodes a feasible mode combination, we need to compute an
abstraction that mimics the concrete semantics of the chosen mode combination. As
argued before, we model transformers for bit-vector relations as guarded updates.
This section discusses different classes of abstractions required for this representation:
(1) octagons and polyhedra, which are used to describe linear inequalities among
registers in the respective mode combination, and (2) affine and polynomial abstrac-
tions that represent equality relations between variables. Additionally, we discuss a
technique that infers arithmetical congruences that hold for single registers, yielding
information about strides of values. The techniques to compute such abstractions
are discussed from Chap. 4.2.1 to Chap. 4.2.6.

4.2.1 Octagons

Octagons are formed from conjunctions of constraints Aj - ((v1)) + A2 ((v2)) < d where
A1, A2 € {—1,1}, d € Z, and v; and vs are variables. In the following, we sometimes
abbreviate this form of inequality as +((v1)) £ (v2)) < d. Octagons can thus be
seen as a sub-class of convex polyhedra with the inequalities drawn from a finite
set of fixed templates. We denote the domain of such conjunctions of inequalities
by Oct. Additionally, Lot : Oct X Oct — Oct denotes the join of two octagons, and
the respective partial order Cot C Oct x Oct is induced by entailment. Interestingly,
octagons are often sufficiently expressive to verify interesting properties of programs
(cp. [166, Sect. 1.1]). Further, if octagons are represented using difference bounds
matrices (DBMs) to encode potential constraints [166, Sect. 2.2], then all relevant
domain operations can be expressed in O(n3) where n is the number of variables, as
opposed to the exponential complexity incurred by convex polyhedra [166, Sect. 4.8].?
Using this representation, the join Lot of two octagons, for instance, can then be
expressed as the point-wise maximum of the elements of their DBMs [166, Sect. 2.3].
Expressiveness of the domain and efficiency of the domain operations may thus
explain the popularity of the octagon abstract domain.

Abstraction by Dichotomic Search

Suppose a formula ¢ € p(p(V')) over bit-vectors V' = {wv1,...,v,} has k satisfying
assignments, which are given by maps m; : V. — Z for 1 < i < k. Then, each m;
can equivalently be represented as an element m; = (m;(v1),...,m;(v,)) € Z".
Intuitively, abstraction aect is then defined as the operation that yields the least

°In his seminal work, Miné [166, Sect. 3.5] presents a so-called tight closure operation for integral
octagons which has complexity O(n4), The key idea of this algorithm is to first close a real-valued
octagonal system, which has cubic complexity, followed by a pass that admits only integral
results. Later, Bagnara et al. [6] improved this algorithm and presented one that requires O(n?).
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4 Automatic Abstraction of Bit-Vector Formulae

octagon — i.e., the smallest conjunction of linear inequalities of the above form —
that contains {mq,...,my} C Z" [166, Sect. 2.3]. With a domain operation Lyt
that joins two octagons, a naive algorithm (such as Alg. 6) would then enumerate the
m; one after another, represent them as DBMs, and join the DBM representing m;
with the current octagonal abstraction. However, this strategy heavily depends on
the number k£ of models my, ..., mg, and also the order in which they are examined
(cp. Ex. 4.1). We thus present a different strategy. Given a formula ¢, our tactic
to compute an optimal octagonal abstraction presented herein is to (1) draw a
constraint £((v1)) £ ((v2)) < d from a fixed set of templates, and (2) find the least
value of d subject to ¢ using dichotomic search. The force of this approach is a
predictable (and often smaller) number of calls to a decision procedure. Clearly,
if v; = (v]0],...,v;[w — 1]), then {v;) € [-2%¥~1 2v=t — 1] (cp. Cor. 3.1). It
follows that £((v1)) £ (ve)) € [—2%,2"], which entails that d can be represented
as a bit-vector d = (d[0],...,d[w + 1]). Determining the exact value of (d)) thus
amounts to finding the least upper bound of the constraint £((v1)) £ ((v2)). We can
thus compute ((d)) by applying an interval subdivision scheme similar to Chap. 3.1.2.

Abstracting Linear Template Inequalities

Algorithm 7 presents an implementation for the generalized problem of maximizing
a linear expression > . | A; - (v;)) of n variables vy,...,v, where Ai,..., A\, € Z
are constants. The algorithm takes as input a formula ¢ and a linear expression
o1 Ai - ((v4)), which is encoded in k. We assume that this formula is appropriately
sign-extended to a bit-width w’ > w that prevents wraps in k.

Proposition 4.1. Rewrite Y, A; - (vi)) < d into the form Y | Af - (v;) <
A+ A7 (i) where (A, ... ), (A, ..., \,) € N™. A propositional encoding
of Soii i - ((vi) < d without wraps is possible with a signed representation in

1+ [logy(1+max(2¥ - (> AF),b+2" - () A7)

=1 =1

bits.

Proof. To see that such an encoding is possible, assume, without loss of generality,
that the disequality is integral and d is non-negative. Rewrite the inequality as
SR A o) <A+ AT (v) where (AT .. M), (AT, ..., A,) € N™. Further,
let A* =30 Af and A~ = >, A7, Since ((v;) € [-2¥~1 2%~ — 1] for each
v; € V, it follows that computing the sums Y1 | A - (v;) and d+ Y0 A7 - (v3)
with a signed 1+ [log,(1+max(2% A1, d+2%-\7))]-bit representation is sufficient to

avoid wraps, allowing the disequality to be modeled exactly (cp. [75, Sect. 3.3]). O
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Hence, > i Ai - ((v;)) is expressed over an extended set of bit-vectors W defined as
w = { (w[0],...,v[w—1,v[w],...,v[w —=1)) |veV }

where w’ respects Prop. 4.1. The supported form of linear expressions includes,
most notably, octagonal constraints. The algorithm also supports more expressive
classes of linear templates such as octahedra [62], but also less expressive ones such
as pentagons [157]. Also note that the algorithm can be seen as a generalization of
Alg. 1 to compute interval abstractions, i.e.:

maximum(p, v) = af_oo (e, () minimum(p,v) = a0 —(v))

The output of the procedure o) exp(Ps 2 i1 Ai - (i) is the least upper bound
d e Zof 3" | X\ - (v;)) subject to ¢. Lines 3-9 provide special treatment for
the sign (since —d[w’ — 1] indicates a positive value of ((d))). Then, lines 10-18
represent the core of the algorithm. Since the goal is to maximize Y ;- ; A; - (vi),
the algorithm instantiates each remaining bit d[0], ... d[w’ — 2] with true, starting
with d[w’ — 2], and checks satisfiability of the respective formula. If satisfiable, bit
d[j] is fixed to true and the output d is incremented by 27. Then, the next highest
bit is examined. If unsatisfiable, bit d[j] can only take the value false, and ((d)) is
thus not modified. The algorithm then moves on to maximize the next highest bit.
Observe that constraints that express lower bounds, such as d < > | A - (v4)),
can be represented as Y ;| —; - ((v;)) < —d. This permits maximization as used in
am_exp(cp, o1 Ai - ((vi)) to be applied to compute lower bounds, too.

Proposition 4.2. Let ¢ € p(p(V)) encode the semantics of a block. Then:

ay oA (v = max<x m:V L "
I|n—exp(907 Zzzl Ai << i) { <% T = Z?:l Ai - m<’vl) }

Proof. Let ¢’ = ¢ A k. Then, ¢’ encodes the relational semantics ¢ of the analyzed
block augmented with an additional assignment (3.7 | A; - (vs)) = ((d))). Put
V = vars(¢) \ V. Since the additional variables that constitute ¢’ appear freely,
Q= IV : /. Intuitively, ¢ describes the same relations among v1, ..., v, as ®.
Correctness of Alg. 7 thus follows directly from correctness of Alg. 1. O

We present two immediate consequences:

Corollary 4.1. Let ¢ € p(p(V)) and d = am_exp(% Z?:l Ai - (vi). Then,
N (Do N+ (vi) = d) is satisfiable.

Corollary 4.2. am_exp(np, Yoy Ai - (i) requires w' calls to a solver.
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Algorithm 7 amiexp Hp(p(V) X p(p(W))) = Z

Input: ¢ € p(p(V))
Input: linear expression y ;- A - (vi)) € p(p(W))
Output: least upper bound d € Z of > | A; - ((v;)) subject to ¢

ke Y - (o) = ()

2 Y~ pAK

{check the sign}
if ¢ A ~d[w’ — 1] is satisfiable then

d<0

b A —dfw — 1]
else

d <+ —2w'~1

b Adw’ — 1]
end if
{iterate over bits w’ —2,...,0}
10: fori=1to k—1do
11: j«w—i—1

{increment d by 2/ if the augmented formula is satisfiable}

12:  if ¢ A d]j] is satisfiable then
13: d+d+2
14: Y < ANd[j]

15:  else

16: P < Y A —=d[j]
17:  end if

18: end for

19: return d

Abstracting Octagons

The iterative application of am_exp to derive an octagonal abstraction aY.(y) is

given in Alg. 8. The procedure iterates over all pairs (v;,v;) of bit-vectors and all
possible combinations (\;, ;) of coefficients drawn from {—1,1}, and then invokes
O‘m—exp for the constraint A; - (vs)) + A; - (v;)) < d. Each constraint is thus analyzed
separately, one after another. Observe that this formulation does not require v; # v,
and thus represents inequalities (v;)) < d by {(v;)) + ((v;)) < 2-d. This representation
of range constraints using octagons thus squares with the one proposed by Miné [166,
Sect. 2.2]. However, we represent inequalities explicitly rather than using DBMs to

support a straightforward formulation of the algorithm.

Example 4.4. Consider the formula ¢ = [ADD RO R1] A [muapp ro r1,u] over inputs
r0 and r1. Then, ¢ implicitly describes those values of {(r0) and {(rl)) for which
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Algorithm 8 oY, : p(p(V)) — Oct

Input: ¢ € p(p(V))
Output: least octagon o € Oct describing V' subject to ¢

1: 0 < Toct

2: for each pair (v;,v;) in V do

3. for each (A, \;) € {—1,1} x {—1,1} do
£ deal ool (o) + - (o)
5 0 oh (e (i) + A - () < d)

6: end for

7: end for

8 return o

an underflow of ADD RO R1 occurs. Applying aﬁfn_exp to the octagonal constraint
(r0)) + (r1)) < (d)) implicitly extends the constraint to a 10-bit representation so
as to prevent wraps, hence d = (d[0],...,d[9]). First, ¢ A —=d[9] is examined, which
turns out unsatisfiable, hence —512 < (r0)) + (rl)) < —1 and d = —512. In the
second iteration, a constraint on d[8] is added to give the formula ¢ A d[9] A d[8].
From satisfiability, we deduce —256 < ((r0)) + (r1)) < —1 and d is incremented by
28 to give d = —256. Then, @ Ad[9] Ad[8] Ad][7] is unsatisfiable. Since the remaining
instances are all satisfiable, we obtain the output ((r0)) + (r1)) < —129. Performing
the analysis in its entirety leads to:

128 < (o) <

{ro,r1} _ —128 < ((r1) < -1

oct’ (P) =\ _osg < (rO) 4+ (r1) < —129
127 < (rO) — (r1)) < 127

It can easily be seen that a({;?’rl}(go) exactly describes those inputs that indicate an

underflow of ADD RO R1. The results for all three modes are given in Fig. 4.3.

Observe that Alg. 8 can be seen as diametrically opposed to Alg. 6. The procedure
sbt (e, (22", yoct, Qtoct, Oct)) enumerates solutions and iteratively computes the merge
0 Uoct Qoct(m) of an existing octagonal abstraction o € Oct with the abstraction of a
model m : V' — Z so as to converge onto a sound abstraction from below. By way of
contrast, the procedure a(‘)fct(go) starts from T, rather than | o, and incrementally
refines intermediate abstractions so as to converge onto the result from above. The
following complexity result is an immediate consequence from the solving strategy.

Proposition 4.3. Let V = {v1,...,v,} with v; = (v;[0],...,vi[w —1]) and ¢ €

o(p(V)). Computing a¥..(p) requires

<”“Z‘”>mw+m-8
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127

-128 127

-128
Figure 4.3: Three shaded areas indicate values of (()) and ((y)) that lead to overflow,

underflow, and regular behavior of {(x)) + ((y)); redundant constraints,
which touch the enclosed volume in a single point, are omitted

calls to a solver.

Proof. From Y 1" i = %, we deduce that the overall number of two-variable

relations described by an n-dimensional octagon is Z?:_lli = n'(r;l). Further, each
two-variable relation consists of 8 inequalities. As Alg. 8 iterates over each bit

w4+ 1,...,0 in each constraint, we obtain the above result. O

Of course, if range constraints are expressed as ((v)) < d rather than 2- (v)) <2-d
and caching is applied to avoid repeated analysis of the same interval constraints,
then the overall number of calls can be reduced to:

(”'(”2_1)> (wH2)-4+2-n-w

Please note that there is no reason why packing of octagons [166, Sect. 6.2] could not
be combined with static dependency analysis [175] to reduce the overall number of
constraints that are analyzed.® An interesting aspect of the abstraction mechanism
a¥ () is that the algorithm yields an octagon that is tightly closed. Intuitively,
this means that all hyperplanes defined by Y, (¢) indeed touch the enclosed volume

(see Fig. 4.4).

Definition 4.1. Let * : Oct — Oct denote the tight closure operation [166, Def. 4].

5The key idea of Oh et al. [175] is to statically determine semantic dependencies between different
variables, which are then used to partition the variables into different, independent packs. Their
technique thus reduces both, memory requirements and computational cost, of octagons and
the corresponding domain operations.
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2 N o

[ ] ®
Figure 4.4: Two octagons describe the same space; the octagon on the right-hand
side is tightly closed, whereas the octagon on the left is not

Tightly closed octagons can be seen as a normal form representation [166, Sect. 3.5].
The following proposition is a modification of [166, Thm. 3] and [166, Thm. 4] so
that it takes integrality of the variables into account.”

Proposition 4.4. Let o € Oct over V. = {v1,...,v,}. Then, o = o® iff for all
(£{vi) £ (v;)) < d) € o there exists (z1,...,%n) € Yoct(0) such that tx; £ x; = d.

The following proposition can be seen as an immediate consequence of Cor. 4.1,
Prop. 4.2, and Prop. 4.4.

Proposition 4.5. Let ¢ € p(p(V)) denote a formula over V.= {v1,...,v,}. Then

aY (p) € Oct is tightly closed, i.e., oy (o) = (a¥.,(v))°.

Proof. Let 0 = a¥_,(¢) and assume o # 0®. Without loss of generality, assume a
redundant constraint A; - (v1)) + A2 - ((v2)) < d, which entails that (v, va,...,v,) €
¥ .(0) such that A -v1 4+ A2 - v2 = d does not exist, following from Prop. 4.4. Then,
© A (A1 - (V1)) + A2 - ((w2)) = d) is unsatisfiable, which contradicts Cor. 4.1. O

However, tightly closed octagons can negatively affect the performance of abstract in-
terpretations since closed systems will typically contain many redundant constraints.
To improve the efficiency of octagonal abstract interpretations (or guard evaluation
in our case), these octagonal systems should be transformed into a so-called reduced
form, a representation that was proposed by Bagnara et al. [7]. Correctness and
optimality of Alg. 8 follows directly from Prop. 4.2, Prop. 4.5, and the structure of
the octagon abstract domain.

Corollary 4.3. Let ¢ denote a formula and V = {v1,...,v,}. Further, let G =
(0(Z™), Yoct, (toct, Oct) denote a Galois connection between concrete states and the
domain of octagons as defined in [166, Sect. 2.3]. Then aY..(p) = sbt(p,G).

oct

"Observe that Miné [166] assumes non-emptiness of octagons for his algorithms. We omit this
detail because only satisfiable formulae ¢ are abstracted, which entails that o (¢) is non-empty.
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Figure 4.5: Polyhedral abstraction of y = x div 2 subject to —4 <x <4

4.2.2 Convex Polyhedra

In our special setting, the abstract domain of convex polyhedra consists of conjunc-
tions of arbitrary linear inequalities over bit-vectors V' = {v1,...,v,}. Although
its structure appears — at least to some extent — similar to that of the octagon
domain, an abstraction procedure o, () for polyhedra differs fundamentally from
V(). Recall that a key issue in the design of a¥, () is to avoid the join Le
of two octagons altogether, which is achieved by analyzing template constraints
+((v;)) £ (v;)) < d one after another. Such a strategy is not possible for convex
polyhedra because neither is the number of inequalities known before the analysis,

nor are the coefficients in each inequality.

(0%

Worked Example

Consider a formula ¢ € p(p(V')) that encodes the solutions from Fig. 4.5 over
V = {x,y}. From now on, we refer to the domain of convex polyhedra over bit-
vectors with a signed interpretation as Conv. Further, let Ucony : Convx Conv — Conv
denote the join of two polyhedra, and oZ  : p(Z™) — Conv the convex hull of a
set of points. We invoke a solver on ¢ by applying the minimization/maximization
scheme from Alg. 1 to ¢ in each axis ({(x)) and ((y)) in this case). However, rather
than using the extremal values of (x)) and ((y)) separately (which is akin to a box or
interval abstraction), we extract entire models m : V' — 7Z that satisfy the respective
extremal value. The key idea behind using minimization/maximization is to obtain
extremal values which span an extended polyhedron, rather than computing the
polyhedral abstraction of a model m : V' — Z directly. Intuitively, we aim to find
models that represent vertices of the enclosing convex shape, which is advantageous
over strategies that enumerate interior points. We further observe that intermediate
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I

Figure 4.6: c1, co, and c3 after the first three iterations of polyhedral abstraction

results for extremal values provide potential to guide the search for other variables;
for instance, if a model m; indicates an extremal solution for ((x)), then a model
my for a maximal value of ((y)) clearly satisfies my(y) > m;(y). Interleaving
polyhedral abstraction with minimization/maximization thus dovetails with the
desire to converge onto the polyhedral abstraction within few iterations. We obtain
two models m; : V — Z and my : V' — Z defined as m; = {{(z)) = 4, (y)) = 2}
and my = {(x)) = —4, (y)) = —2}. The polyhedral abstraction of m; and ms,
denoted ¢y, is defined (see Fig. 4.6(a)):
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In the next iteration, we pass @/A—cp to a solver to give mg = {(x)) = —3, (y)) = —1}
and my = {((x)) = 3,{(y)) = 1}. These models are represented as a polyhedron
(cp. Fig. 4.6(b)) which is joined with ¢; to give:

o — {<<y>> < {@h+2 A (y)
< 2. A

S
(VAN

In a third iteration, we pass ¢ A =z to a solver, giving models ms = {{(x)) =
—1,{(y) =0} and mg = {{(x)) = 1, (y)) = 0}. Again, representing ms and mg as a
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Algorithm 9 oY, : p(p(V)) — Conv

Input: ¢ € p(p(V))
Output: ¢ € Conv such that ¢ = ¢

1: ¢+ Lconv

2: while ¢ A —c is satisfiable do

3 p0

4: forveV do

5 ¢ < minimum(p A —c, v)

6: u < maximum(p A —c, v)

7 my < model of p A ({(v)) =¢)

8 m,, < model of p A ({(v)) = u)

9 p < pU{(my(vy),...,my(vy,)), (my(v1),...,my(v,))}

10: end for

11: ¢ < ¢ Uconv O‘?onv(p)
12: end while

13: return c

convex polyhedron and joining the abstraction with cy yields a new result:

N
A

IAIAIA
VIV IV

Finally, ¢ augmented with —c3 is unsatisfiable, which proves ¢ = c3. The polyhedron
c3 thus over-approximates ¢ and the procedure terminates (cp. Fig. 4.6(c)). It is
noteworthy that the algorithm enumerates exactly the vertices of c3.

Algorithm

A formalization of the algorithm is given in Alg. 9. The procedure takes as input ¢ €
p(p(V)) and initializes a polyhedron ¢ € Conv, which represents the intermediate
results, to Lcony. An outer loop is then executed as long as ¢ is not entailed by c,
which is tested by checking ¢ A —c for satisfiability. Within this loop, minimization
and maximization of each v € V is performed subject to ¢ A =c. All extremal
points are collected in p C Z" with |p| < 2|V, which is eventually joined with c.
Computing the join has exponential complexity in the worst case, we thus do not
directly join ¢ and p whenever a solution is found, but rather defer the join until all
v € V have been treated.
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4.2.3 Non-Optimal Polyhedral Abstraction

Despite the optimized solving strategy based on extremal values, obtaining an
optimal polyhedral abstraction may still be prohibitively expensive. As an example,
suppose ¢ € @(p(V')) characterizes models that imply a circular or parabolic
shape, thereby inducing hundreds of inequalities. The algorithm enumerates these
inequalities one after another, which is very costly in terms of runtime.

Mixing Polyhedra and Octagons

To approach this problem of high computational cost, one could apply the following
(sub-optimal) strategy: (1) stop polyhedral abstraction once some threshold (e.g.,
a timeout) is reached (with intermediate result ¢ such that ¢ = ¢), (2) compute
an octagonal abstraction o = aY. (¢ A —c), and (3) join ¢ and 0. Compared to
polyhedral abstraction oY, (¢), the computation of an octagonal abstraction aY.,(¢)
has predictable cost (cp. Prop. 4.3), as the maximum number of SAT calls is bounded
through the bit-width and the number of constraints. Then, ¢ Licony 0 constitutes a

polyhedral over-approximation of ¢ with the following ordering in precision:

0¥y (#) Ceom (¢Upaty0) Coom ()

Example 4.5. Assume we stop oY (@) of ¢ as in the worked example after the

first iteration, giving c1 as defined in Fig. 4.6(a). Then,

-3 < (=) < 3 A
a¥(on—ec) = -1 < (y) < 1 A
-2 < (=) —(y) < 2

as depicted in Fig. 4.7(a). Then, ciUcon (Y .(0A=c1)), which is given in Fig. 4.7(b),
is more precise than a¥.,(¢), but less precise than oY, (@) (cp. Fig. 4.6(c)).

Relaxing Inequalities in Template Polyhedra

Combining convex polyhedra with octagons provides one degree of freedom when
scaling the computational cost of polyhedral abstraction oY, (¢). Another direction
is to stop polyhedral abstraction prematurely, use an intermediate result of oY, (¢)
to form a template polyhedron [74], and then relax the template inequalities towards

a sound abstraction. We illustrate this approach using an example.

Example 4.6. Consider again the unsound intermediate result c1 given in Fig. 4.6(a):

() = =2 A (y) -5 () 0 /\}
< 2 A —(y)+3-(=) 0

+l\’>\>—l
N[
IAINA
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() aga(p A —er) (b) €1 Ueony (agct(ip A men))

Figure 4.7: Non-optimal polyhedral abstraction of y = x div 2 subject to —4 <
x < 4; after the first iteration, polyhedral abstraction is stopped, giving
an under-approximation c;, which is then relaxed using a¥.,(¢ A —¢1)

14

conv(@) using template constraints

Figure 4.8: Relaxing «

As an alternative to computing oY, (pA—c1), we take the left-hand sides of inequalities

in c1 as templates, which are parameterized by constants di,...,ds. Transforming
the coefficients into integral ones, the template polyhedron has the form:

;- {—<<y>> < dv A 2-(y) — (=) < ds A}
() < do AN 2-(y)+(z) < du

To converge onto a sound polyhedral abstraction of ¢ starting from c1, we maximize
d; in each constraint of t separately using ciin—exp from Alg. 7. This operation gives:

() > =2 A —{y) < 2 A
. () <2 Al _ () < 2 A

2-(y) — (=) < 1 A 2-(y) — (=) < 1 A

2-(y) — (=) > -1 —2-(y) + (=) < 1

The result, which features four more integral solutions (—3,—-2), (—1,-1), (1,1),
and (3,2), is given in Fig. 4.8.

A procedure relax-conv : (p(p(V')) x Conv) — Conv that implements this strategy
is given in Alg. 10, again based on the assumption that inequalities Y ;- | A;-((v;)) < d
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Algorithm 10 relax-conv : (p(p(V')) x Conv) — Conv
Output: ¢ € Conv such that ¢ = Yeonv(0)

1: ¢/ + make integral coefficients(c)

2: t < Teonv
3. for each inequality Y. ; \; - (v;)) < d do
1 de o (e Sy A (1)
5
6
7

t <t Meony (Z?:I Ai - <<vl>> < d)
. end for
: return t

are appropriately sign-extended to prevent wraps in the expression Y ;" ; A; - (vi)).
With %k template inequalities on input and a length w’ > w of the sign-extended
bit-vectors, the algorithm requires & calls of @jin_exp Which, in turn, requires w’ calls
to a solver. Procedure relax-conv thus calls a solver k - w’ times, and the output
polyhedron confers the same number of inequalities as the input.

Comparison To conclude the discussion, we observe that relaxation using templates
and polyhedral abstraction paired with octagons yield incomparable yet sound
results. Hence, if ¢; and ¢o are convex polyhedra obtained using both non-optimal
techniques, then neither ¢; Ceony c2 nor co Ceony 1. However, with a&nv(gp) Ceonv €1
and ¥, (¢) Ceonv 2, we deduce ¥ (¢) Ceonv (€1 Meonv ¢2). There is thus no

formal argument that precludes combining ¢; and co to obtain a tighter abstraction.

4.2.4 Arithmetical Congruences

Octagons have the ability to describe a limited class of convex shapes, which also
can be seen as a form of contiguous ranges of variables. A similar observation
holds for convex polyhedra, even though they can express a more general class of
geometric shapes. A different class of domain, which determines non-convex strides,
is that of arithmetical congruences [114]. Given a bit-vector v € V' with a value
set {v1,...,v;} € Val, an arithmetical congruence of ((v)) is defined by a constant
¢ € Z and a modulus m € N such that {vy,...,v,} C{c+k-m |k € Z}. In this
case, we shortly write (v)) =, ¢. Arithmetical congruences have been highlighted
as valuable for binary analysis, e.g., for memory access analysis [9, Sect. 3.1].8

8Note that Balakrishnan and Reps [9, 195] define the abstract domain of strided intervals m[¢, u],
which has the concretization {z | ¢ < z < u Az = £+ k- m}, rather than considering
congruences directly. For example, a strided interval 4[1020,1028] then defines the concrete
values {1020, 1024, 1028}. However, their definition is isomorphic to the reduced product domain
of intervals and arithmetical congruences, and can thus also be derived using the techniques
presented in this thesis.
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Algorithm 11 a;fcong tp(p(V)) — A-Cong

Input: ¢ € p(p(V))
Output: ((v)) =, c € A-Cong
(m,c) < (0,1)
while ¢ is satisfiable do
m < model of ¢
if ¢ =1 then
¢ < m(v)
else
v € 1((@) = o)
d < abs(m(v) — v)
m < gcd(m, d)
end if
p o A=((@) =m c)
: end while
: ¢4 c modm
: return ((v)) =, ¢

— = s

Example 4.7. To illustrate the benefit of congruences in low-level code analysis,
consider ASR RO, which shifts register RO to the right by one position. Assume
unsigned registers of width 8. The instruction has two modes of operation: overflow
occurs if the least significant bit of RO is set on input; otherwise, ASR RO behaves
regularly. Then, abstracting the input r0 using intervals gives:

regular : (r0) € [0,254]  overflow : (r0) € [1,255]

By way of comparison, the following arithmetical congruences represent feasible
input values of RO in each mode exactly:

reqular : (r0) =20  overflow : (r0) =41

The value sets described by (r0) =2 0 and (r0) =2 1, respectively, are disjoint,
whereas the intervals contain almost as many spurious as legitimate values.

Algorithm

A dedicated procedure that computes an arithmetical congruence of a bit-vector
v € V subject to ¢ € p(p(V)) is given in Alg. 11. Its output is the least arithmetical
congruence which describes those values of ((v)) that satisfy ¢. Observe that the
algorithm is independent of whether v is interpreted as signed or unsigned; for an
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unsigned interpretation, all occurrences of ((-)) are replaced by (-). First, line 2
initializes the congruence ((v)) =, ¢, which is represented by a pair (m, c), to (0, L),
representing the infeasible system with v({(v)) =,, ¢) = . Then, the algorithm
iterates over models of ¢. In the first iteration (lines 4 and 5), the algorithm
assigns a model m(v) obtained using SAT solving to ¢, which is interpreted as the
displacement of the congruence. Since m = 0, ((v)) =, ¢ describes a single value {c}.
Then, ¢ is restricted to values of ((v)) that do not equal c. In the second iteration,
the difference d between ¢ and a new model m(v) is computed and |d| is used as
the modulus since gcd(0,d) = |d|. Again, a disequality is added to prevent the
solutions of v({(v)) =, ¢) being found. In the remaining iterations, the statement
m < gcd(m, d) refines the modulus (since ged(m, d) < m) and the loop terminates
once an unsatisfiable formula is encountered. Before outputting the result, the
representation is simplified using the identity (v)) =, ¢ = (v)) =, (¢ mod m).

Example 4.8. Consider pr from Ex. 4.7, which describes reqular operation of ASR
RO. Suppose RO is interpreted as unsigned. In the first iteration of Alg. 11, a solver
provides (r0) = 4, hence (m,c) = (0,4). Then, ¢ A =((r0) =¢ 4) is passed to the
solver, being equivalent to ¢ A ((r0) # 4). The solver responds with a model that
defines (r0) = 8, which entails d = 4 and thus (m,c) = (4,4). Next, pA=((r0) =4 4)
gives (r0) = 10, from which we compute (m,c) = (2,4). This result is equivalent to
(r0) =2 4, which is simplified to (r0) =2 0 in line 13 of Alg. 11.

4.2.5 Affine Equalities

Affine equations [136, 170] are related to linear congruence equations [116, 171, 172],
which have the form Y " ; ¢ - (v;)) =p d, not to be confused with arithmetical
congruences. Here, m denotes the modulus of the linear congruence equation. Indeed,
the former domain is a special case of the latter where the modulus m is 0. This
suggests adapting an abstraction technique for bit-vector formulae that discovers
congruence relationships between the propositional variables of a given formula [145,
Fig. 2]. In our setting, however, the problem is different. It is that of computing
an affine word-level abstraction of ¢ defined over bit-vectors V' = {v1,...,v,}. As
before, we do not aspire to derive relationships that involve intermediate variables,
and we assume that each v; is signed. The algorithm shall eventually compute the
affine hull of a set of solutions of V' subject to ¢ [170, Sect. 3].

Definition 4.2. Without loss of generality, let G C Q™. The affine hull of G is
defined:

affG) = {2 Ni-gilm>1,0€G XN eQ Y N\ =1}

Intuitively, aff(G) corresponds to the affine sub-space generated by a set of points
G. Further, Miiller-Olm and Seidl [170, Lem. 1] have shown that:
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Lemma 4.1. Let {g1,...,9m} € (Q"). Then, affi{g1,...,9m}) = L= {af{g:})}

Suppose that {g1,...,9m} € p(Q") denotes all models of ¢. The remaining challenge
is then to efficiently compute k affine-independent models hq,..., h; € Q" with
kE < m such that aff({h1,...,ht}) = aff({g1,...,9m}). Such a set {h1,..., g} is
called an affine basis.

Proposition 4.6. Let {g1,...,9m} € (Q") be defined as above. Then, there exists
{hi,...,ht} C{g1,.-.,gm} with k <n+1 such that:

aff{h1,...,hx}) = affi{g1,...,9m})

Proof. Observe that aff(G) defines an affine sub-space of Q™. Correctness of the
proposition follows from the fact that the height of the domain is n + 1, where n
is the number of variables, corresponding to the dimension of the induced affine
sub-space. Since (k — 1)-dimensional affine spaces can be represented using k affine-

independent points, there exists a smallest (yet not unique) subset {hq,...,h;}
of {g1,...,9m} that induces the same affine hull as {gi,...,9m}, and therefore,
aff({h1, ..., hi}) = aff({g1,...,9m}) as desired. O

Recall that there exist different approaches to representing affine relations, and even
some controversy [170, Sect. 8]. In his seminal work, Karr [136, Sect. 2.1] represented
affine spaces as the kernel of an affine transformation, whereas Miiller-Olm and
Seidl [170, Sect. 1] represent affine spaces using basis vectors. However, our work is
concerned with computing transformers over V- = {wy,...,v,}, which we interpret
as the vector of signed interpretations of the v;, i.e., V.= ({v1)),..., {(v,))). Such
a transformation can straightforwardly be represented as A-V =b for A € Qm*"
and b € Q" or, equivalently, as a matrix [A | b] € Q"*("+1) (¢cp. [170, Sect. 2]).

Example 4.9. Suppose G = {(0,1),(1,2),...,(254,255)} C Q? owver bit-vectors
V = (v,v"). The affine hull of G can be represented as an 1 x 3 matrixz as follows:

afiG) = [1 —1]-1]

An equivalent representation is (v))) = {((v)) + 1. Observe that we also have
{(0,1),(1,2)} € G and aff{(0,1),(1,2)}) = afiG).

To keep this chapter self-contained, we formally define the join of two matrices,
based on [170, Sect. 3.2] and [144, Sect. 3.

Definition 4.3. Without loss of generality, let [A1|bi] € Q>+ gnd [Ag|by] €
Qm2X(+1) represent two affine systems over n variables. With I € Q™™ denoting
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the identity matriz, define [A|b] € QUratmatntl)xBn+3) 4.

1 1 0 0 0
-b; 0 A 0 O

0 —-bz2 0 Ay 0|0

0 0 —-I —-I 1|0

1
A]b] =

The join [A1|b1] Uafr [A2|be] is then found from [A | b] by (1) triangularizing [A | b]
to give [A’ | '], and (2) eliminating from [A’ | b’] those rows for which the first
non-zero coeflicient is found in the first 2 - n + 2 columns. Triangularization itself
amounts to computing Gaussian elimination.

Example 4.10. Consider two affine systems [Ai|b1] and [Aa|bs] defined as:

1 0 0]o0 10 0]-1
[A1|by] = |0 1 0]0 [A3|bg) = |0 1 0] ©
00 1|2 00 1| 0
With Def. 4.3, we put:
1 110 o o]o 0o 010 o0O0O]1]
0 0|1 0 0]o0o 0o o01l000]0
0O 0|0 1 0|0 0 0110000
-2 0|0 0 1,0 0o 01]00O0|0
0 —1]0 0 0|1 0o 0100 0]0
[Alb] = 0O 0|0 0O 0|0 1 010000
0O 0|0 0O 0|0 0 1/000]|0
0 0|-1 0 0]-1 0 o011 00]0
0 0]0 -1 0|0 =1 01/010]0
0 0|0 0 —-1|{0 0 -1/0 0 1|0 |

Putting A into triangular form to give A’ and eliminating from A’ all except the last
two rows (the leading 7 rows have non-zero coefficients in the first 8 columns) yields:

2 0 —-1|-2
g e e

Algorithm

Algorithm 12 gives a technique for computing a word-level abstraction axf(go) of
V = {v,...,v,} subject to p. This formulation is equivalent to computing the
affine hull aff(G) = | | < aff(g) of the set G = {g € Q" | g |= ¢} of models of ¢
(cp. [145, Sect. 2]). In what follows, interpret V' as the n-ary vector defined as
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Algorithm 12 oYe(¢) : p(p(p)) — Aff
1: [A]b]«[0,...,0]1]

2: 140
3 r+1
4: while i < r do
5 (a1y...,an,br—;) < rou([A | b],r — 1)
6: YD ai (Vi) # b
7. if ¢ Ay is satisfiable then
8: m < model of p A1
o [A'| D]« [A]b] Ly 4| (m(v1),.... m(v,))7]
10: [A | b] + triangular([A’ | b])
11: r < number_of _rows([4 | b))
12:  else
13: 14—1+1
14:  end if
15: end while
16: return [A | b]
V = ({(v1)),...,{(v,)). Affine equations over V are represented with a matrix

[A | b] € Q¥+ where A € Q"™ and b = (by,...,by) € Q™, which we interpret
as defining the set:

{({o1)),-..  Qoa)) € [-2°71, 2971 1" | A-V = b}

The algorithm relies on a propositional encoding for an affine disequality constraint
o ai - (Vi) # by—; where ai, ..., an,br—; € Q (cp. Prop. 4.1). In the algorithm,
the formula that encodes > a;- ((v;)) # by—; is denoted 1 (see line 6). Apart from
1, the abstraction algorithm is essentially the same as that proposed for bit-wise
linear congruences [145, Fig. 2]. The algorithm starts with an unsatisfiable constraint
Y10 ((v3) = 1, which corresponds to L, the bottom element in the lattice of
affine equalities. This constraint is successively relaxed by merging it with a series
of affine systems that are derived by SAT (or SMT) solving. The truth assignment
m delivered by the solver is considered to be a map m : V — Z. The model m
defines a Boolean value to each propositional variable used in ¢. If applied to a
w-bit vector of variables such as v = (v[0],...,v[w — 1]), m yields a binary vector.
Following from Def. 3.2, such a binary vector can then be interpreted as a signed
number to give a value in the range [-2¥~! 2w~ — 1]. This construction is applied
in lines 5-8 to find a vector (m(v1),...,m(v,)) € [-2%~1,2%~1 — 1]* which satisfies
both, the disequality > 7" ; a; - (v;)) # by—; and the formula ¢.

The algorithm is formulated in terms of some auxiliary functions: row([A|b],?)
extracts row ¢ from the matrix [A|b] where the first row is taken to be row 1;
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triangular([A|b]) puts [A | b] into an upper triangular form using Gaussian
elimination [170]; number_of rows([A|b]) returns the number of rows in [A|b]. The
rows of [A|b] are considered in reverse order. Each iteration of the loop tests whether
there exists a truth assignment of ¢ that also satisfies the formula v constructed
from row r — i of [A|b]. If ¢ is unsatisfiable, then every model of ¢ satisfies the
affine equality Y ;" ; a; - (vi)) = b,—; represented by row r — i of [A|b]. Hence the
equality constitutes a description of the formula. The counter i is then incremented
to examine a row which, thus far, has not been considered. Conversely, if the
instance is satisfiable, then the solution is represented as a matrix

1 0 0 ... 0 |m(vy)
(m(e)) o Q)7 = | OO O pm)
0 0 0 ... 1 |m(vy)

which is merged with [A|b]. Merge is an O(n3) operation [136], which yields a new
summary [A’|b’] that enlarges [A|b] with the fresh solution. The next iteration
of the loop will either relax [A|b] by finding another solution, or verify that the
current row describes . Triangular form ensures that all rows beneath the one
under consideration are not affected by the merge. At most n + 1 iterations are
required since the affine systems constitute an ascending chain over n variables [136].

Example 4.11. Consider ¢, which encodes (z)) =2 - ({(v)) + 1) + ((y)) subject to
additional constraints —32 < ((v)) < 31 and —32 < ((y)) < 31, defined as:

(~wl0]) A (AL gwfi +1] 4 (v]i] & AZholi]) ) A
(—[0]) A
= (Momli +1] & (wli] Azli]) Vv (wli] Aylil) v (@[i] Ayli]) A
(Aozli] < wli] @ [i] & yli]) A
((v[7] > v[6]) A (v]6] > w[5])) A ((y[7] < y[6]) A (Y[6] < y[5]))

Suppose v1 = v, vy = y and vs = z and take ¢ as input to Alg. 12. Initially,
we have [A | m] = [0 0 0 | 1] = Larand r—i = 1. Then, in the first
iteration, 1 corresponds to true. Passing o A1) to a solver gives a model my, which
can be seen as a map from bit-vectors {v,y,z} to Z (cp. line 8 in Alg. 12), e.g.,
m; = {{(v)) =0, {y) =0,{(z)) =2}. This model is then represented as an affine
system [Id | (my(v), mi(y), my(2))T]. Joining this system with L ¢ does not change
the result, and triangularization leaves it unchanged, too. We thus have

1
[A|b] = |0
0

O = O
= o O
N OO
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4 Automatic Abstraction of Bit-Vector Formulae

and r = 3. In the second iteration, 1 thus encodes (z)) # 2 and we pass ¢ N
to a solver. Suppose the solver provides a model mo for ¢ Ay defined as my =

(v) = —1,(y) = 0,(z) = 0}. As before, this model induces an affine system
[Id|(m2(v), ma(y), ma(2))], which is joined with [A|b] to give:

1 0010 1 0 0f-1

01 0[0 || 0 1 0 O :[3?0_1_(2)]

0 0 1|2 0 01 0

Then, in the third iteration, ¥ encodes ((y)) # 0, and the solver produces:
m3 = {v»—)O , y—1 z|—>3}

Joining [Id | (mg( ), m3(y), m3(z))T] with [A|b] yields [2 1 — 1| —2]. Further,
eA(2- (V) +2-(y) — (z)) # —2) is unsatisfiable, and the algorithm thus recovers
2-(v) + (y) — (=) = =2 from . Observe that in this example the unsatisfiable
case is first encountered in the final iteration, though this is not always so (in case
of affine abstractions that consist of multiple independent equalities).

We conclude this chapter by stating and proving correctness of Alg. 12, showing
that the method indeed yields an affine matrix that describes the affine hull of ¢.

Lemma 4.2. Let V = {vy,...,v,} and ¢ € p(p(V)). Further, let G = {q € Z" |
q = ¢} denote the models of ¢. Then, afiG) = a¥{y).

Proof. Let r = number_of rows([A[b). Let e; denote the equation Y ;" ; a; - (v;)) =
b,—; denote the equation in row r — i of [A|b]. On entry and exit of the while loop
in Alg. 12, [A|b] is in triangular form. Further, the following invariant holds:

Aff(G) = (aff(G) Uagr {ej | 1<j <r—i})Ufe; |r—i<j<r)

This invariant is clearly satisfied immediately before the while loop. Assume some
model m = (z1,...,x,) of ¢ violates e;. The strongest set of affine equations that
satisfies (z1,...,2,) as well as every solution to [A|b] is (A-V = v) Lre;. Let
[C|c] be the matrix corresponding to ey, ...,e,—;. Likewise, let [E|e] denote the
matrix corresponding to e,_;11,...,¢e,. Then, (a1,...,an,by—;) is the last row of
[C|c]. The model m = (z1,...,z,) satisfies E - m = e, but not e,_;. Note that

[Clc], [Ele] and
= le]

are all in triangular form. The effect of the join Li,¢ is to leave [F | e] unchanged
and to remove the last row of [C|c]; for each remaining row of [C|c| the index of
the leading entry remains unchanged. Hence, the upper triangular form of

B

| el
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4.2 Symbolic Abstractions for Bit-Vectors

D|d
FE e
The invariant is thus preserved. Otherwise, each model m of ¢ satisfies e,_; and 7 is

incremented, which clearly preserves the invariant. On exit from the while loop, the
invariant holds together with i > r, which entails aff(G) = ai(p) as desired. O

is of the form:

Corollary 4.4. Let V = {v1,...,v,} and ¢ € p(p(V)). Then, aYelp) requires at
most n+ 1 calls to a solver.

4.2.6 Bounded Polynomials

Relaxing linear equalities to non-linear ones provides one degree of freedom for
generalizing updates. Polynomial extensions [170, Sect. 6] have been proposed for
generalizing linear equality analysis, and there is no reason why this technique
cannot be adapted to the problem of abstracting Boolean formulae. A rational
polynomial over variables V' = {v1,...,v,} is an equation

S (e Iy (a)) = 0

where e; ; < d € N are exponents and 7 is a set of indices. Such a polynomial can be
represented by its coefficients ¢ = (cy)rer € (Q®). However, bounded polynomials
over Q still form a linear vector space, which suggests to adapt Alg. 12 to capture
such equalities. The idea is to augment the block with fresh variables specifically
introduced to denote non-linear terms. The terms are drawn from a finite language
of templates that includes monomials up to a fixed degree, e.g., {r0)?- (r1)). Using
linear combinations of the registers and the templates, bounded polynomials can be
represented. It is likewise possible to support exponentials, e.g., involving 2("0).
Example 4.12. Consider the following basic block which computes the location with
an offset relative to the start location of a two-dimensional array. Here the registers
RO and R1 represent the row and column coordinates, which are indexed from 0.
Register R2 represents row size, and all registers have a signed interpretation:

MUL RO RZ2; ADD RO R1;

We introduce a single non-linear term ((r0)) - (rl)). The analysis thus computes
affine relations between (r0), (r1), (r2), (r0"), and {(r0)) - (r2)).

The polynomial hull of ¢ with template monomials S = {sy,..., st} is computed
using Alg. 13. The algorithm is essentially that presented to compute the affine hull
a¥e(¢). However, the key difference is that [A|b] now ranges over n + k variables
(v1,...,Vn,S1,...,Sk) to represent bit-vectors as well as monomials. After a solver is
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Algorithm 13 ¥ (o, S)

poly
1 [A]b]«[0,...,0]1]
2: 10
3:r+1
4: while i < r do
5. (@1y.. sy Qpgty ey ik, br—i) < Tow([A | b], 7 —9)
6: < (a1, .y Qn,Anily.eyOpig) V # by
7. if o A€ is satisfiable then
8: m < model of p A &
9: (p1,- -+, Pm) < (eval(s;,m),...,eval(sg, m))
10: [A"| b'] + [A| b] Upoly [Id | (m(v1),...,m(vy),p1,. .., pm)T]
11: [A | b] + triangular([A’ | b])
12: r < number_of rows([A | b))
13:  else
14: 141+1
15:  end if

16: end while
17: return [A | b]

invoked to find a model (see line 8), concrete values of the monomials are extracted
from m in line 9, which is implemented using an auxiliary function eval that
evaluates a monomial s; € S based on m. These valuations are then represented
within the affine matrix in line 10. Observe that monomials are also encoded in the
disequality constraint £ in line 6. The algorithm thus enumerates models that do not
only violate the linear terms in [A | b], but also the non-linear ones. Further, this
representation allows us to implement the merge Lol of two polynomial systems as
the merge Li,¢ of affine systems, the intrinsics of which have already been discussed.

Example 4.13. Let ¢ = [MUL RO R2; ADD RO R1] and S = {{(r0))-(r2))}. In the
first iteration, Alg. 13 presents ¢ to the solver, which gives a model m; = {{(r0)) =
2,((r1)) = 4,((r2) = 3,(r0") = 10}. Instead of directly representing my as an
affine system, an auxiliary variable is introduced whose sole purpose is to represent
s € §. In this case, we have a single monomial (r0)) - (r2)). We thus introduce
a variable p = my(r0) - my(r2) = 6. With the variable ordering (r0',r0,r1,r2,p)
on columns, we obtain the affine system My = [A1|b1] € Z%*° defined as:

10 0 0 0f10
01 00 0]2
M, = 001 0 014
0 001 0|3
000 016
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Now the procedure proceeds much like before. The formula ¢ is augmented with the
constraint {(r0)) - (r2)) # 6.7 Passing the augmented formula to a SAT solver yields
a new model mg = {{(r0)) = 3, {(r1)) = 4, (r2)) = 8, {(r0)) = 28}, which implies
p = 24. We thus represent ms as an 6 X 5 matrix Ms and compute the merge:

1000 0]10 1000 028
0100 0]2 01000|3
M; UMy = [0 010 0/4 |Uul0oo0 1004
00010]|3 00010]|8
(0000 1|6 0000 1|24
[1 18 0 0 0 |-26
o5 0 -10 |7
~ oo 10 o0 |4
00 0 18 —5|24

In the following iteration, the formula is thus augmented with 18 - (r2)) — 5 - ((r0)) -
(r2)) # —24, which then gives another model ms = {{(r0)) = 2, (r1)) =2, (r2)) =
2,((r0")) = 6} that entails p = 4. Hence, we obtain:

1 —18 0 0 0 —26 10007076
0 5 0 -1 0 7 01 0 0 0|2
(M1 |_|affM2) U,p M3 = |0 01 0 02
0 0 1 0 0 4
00 0 18 —5|24 000102
- 0 00O 1|4
[1 —-18 =2 0 0] —34
= 0 10 1 -2 0|18
00 4 -18 5|-8
By augmenting ¢ with 4- {(r1)) — 18- (r2)) +5- (r0)) - << 2)) # —8, we generate yet
another model my = {((r0) = 4, (rl)) =5, (r2)) = 2,({(r0)) = 3} Joining My
with (M1 U Ma) UL M3 then gives:
12 —64 0 —70 10 | —152
(M Uar M) Uar M) Uar M =1 7 0 10 mg 93 | 152 ]
Proceeding with one more iteration, we obtain:
(M1 Uaygr M) U M3) U My) UpgMs = [1 0 =1 0 =10 ]

Since adding another disequality yields an unsatisfiable system, the equation

(ro) = (r1)+s = (r1)+(ro) - (r2)

characterizes the polynomial input-output relation described by this block.

9Encodings for such monomials and polynomials in propositional Boolean logic have been reported
by Fuhs et al. [101] in the context of termination analysis. Such constraints are also directly
supported by SMT solvers such as Z3 which accept specifications in bit-vector arithmetic [90].
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4.3 Flexible Bit-Widths by Extrapolation

If abstractions are inferred for finite bit-vectors, then the bit-width w of the machine
architecture manifests itself within the abstractions. As an example, consider the
instruction INC RO. With registers of width 8, 16, and 32, our technique computes

three guarded updates using interval abstraction ai‘,ft and affine abstraction a;/f}:

it - {(—27s<<ro>>s27—2> = ((r0") = (r0) + 1)
L@ 1< (o) <27 —1) = ((r0') = —27)
L6obit {(—215s<<ro>>s215—2> = ((r0") = (r0) + 1)
TR @R 1< (roy <2 —1) = (1) = —2%)
2o bit {(—231§<<ro>>s231—2> = ((r0") = (r0) + 1)
TRl @ —1< oy <2 —1) = ((r0) = 2%

These formulae exhibit a high degree in similarity, and can indeed be seen as
parametric in the bit-width w:

b [T (pO) <2 9) s ((r0) = (70) +1)
Sl @ 1S (o) <2v 1) = ((r0) = —207)

This similarity is no coincidence as over- and underflowing behavior often manifests
itself in some relation to —2¥~! and 2¥~! — 1, respectively. If a bit-vector is then
interpreted as a (signed or unsigned) integer, this relation is preserved. The force
of this observation is that formulae for, e.g., 5-bit registers are strictly easier to
solve than those expressed over 64 bits, which suggests to search for a method that
computes guarded updates for small bit-vectors and soundly extrapolates the results
to extended bit-vectors. We conjecture that such a technique may be valuable if (1)
statements that are inherently difficult to handle by SAT and SMT solvers — such
as integer multiplication or division — are part of the analyzed basic block (cp. [148,
Chap. 6.3.1]), or (2) many SAT calls are required to converge onto an abstraction.
Then, solving for formulae that range over, e.g., 5-bit registers is significantly more
efficient than analyzing formulae over 32-bit registers.

QOutline To summarize, this chapter presents a technique which identifies constants
within the guarded updates, where octagons and affine equalities are handled sepa-
rately. These constants are then related to the bit-width w using parametric linear
templates. The templates themselves are used to compute a symbolic representa-
tion of the constants d € Z in inequalities such as £((v1)) £ (v2)) < d, which is
parametrized by the bit-width w. Template relations for both, octagons and affine
equalities, are drawn from a set of three template constraints which are presented in
Chap. 4.3.1. Afterwards, we discuss how to verify soundness of the induced template
for octagons in Chap. 4.3.2 and for affine equalities in Chap. 4.3.3.
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4.3 Flexible Bit-Widths by Extrapolation

4.3.1 Templates for Extrapolation

Octagonal constraints and affine updates are of the form +((v;)) £ ((v;)) < d and
v =" ¢ - ((v3) + d, respectively. We conjecture that d in these equations is
somehow related to the bit-width w using an equality that can be expressed as a
template. Of course, the template has to mimic modular arithmetic and the effects
of the bit-width on signed and unsigned interpretations of bit-vectors.

Definition 4.4. We define template equalities to draw possible symbolic representa-
tions of d from:

T = Qutk 4]
T, = —2wtk4
T3 = 1

We additionally assume —w < k < w.

It is important to note that the template T3 also subsumes the cases where ¢ = 2F +1
or ¢ = —2F 41, respectively, as both right-hand sides form a constant value. Further,
observe that neither of the above templates defines k£ and [ uniquely.

Example 4.14. Consider the equality (r0') = {(r0) + (r1)) + 2% on an 8-bit
machine, which has an analogue (r0") = (r0) + ((r1) + 26 on a 16-bit machine.
Our motivation is to symbolically represent 28 using w = 8, k, and | so as to
extrapolate the 16-bit analogue from the 8-bit equality. Using the template Ty, we
could express 28 using different constants:

(w=8Ak=0A1=0) (w=8Ak=-1A1=2")
Of course, the first one provides the correct template to extrapolate the 16-bit equality.

Our technique thus proceeds by comparing two relations obtained for small bit-
widths, such as 4 and 5 so as to compute unique candidates for each template.

Example 4.15. Suppose affine equalities {(r0") = (r0) + (r1)) + 8 and ((r0) =
{(r0) + ((r1)) + 16 have been obtained for bit-vectors of width 4 and 5, respectively.
For the template T, we then obtain:

4-bit: (r0’)y = (r0) + (r1) + (2 +-1)
5-bit: (r0’) = (r0) + (r1) + (25F + 1)

We thus obtain the equalities 2% 41 =8 and 2°7% +1 =16. We put

8 — 24tk = 16— 2°t*
= _24+k‘ = 88— 25+k
& 2Ptk _ottk — g
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and then compute k = —1, which entails Iy = ly = 0. The candidate for a 32-bit
equality based on template Ty then has the form:

82-bit: (r0') = ((7O) + (rL) + 23k 41 = (ro) + (r1) + 2%
Proposition 4.7. Without loss of generality, we assume that affine equalities
dv = Yilye- (o) dvtt o= Y (Pt

for bit-vectors of length w and w + 1, respectively, have been computed. For each

template 11, ..., T5, we can reformulate the imposed constraints as follows:
T1 . 2w+k+1 _ 2w+k _ dw-i—l —qw
TQ . 2w+k _ 2w+k+1 = Jw— dw+1
T3 21 = d¥

Since d¥, d"tleZ and —~w<k<we 7, all three forms of constraints can easily
be solved, e.g., by applying logarithmic laws or using a table look-up.

4.3.2 Extrapolation for Octagons

To extrapolate an octagon o € Oct derived from two formulae with small bit-
width, we introduce an oracle Q : {1,...,3} to (randomly or heuristically) choose a
template. Further, we assume two octagonal constraints A - (v1) + A2 - (v¥)) < d¥
and Ay - (0T + Mg - (0T < @@t with A, Mo € {—1,1}. Applying the
transformation discussed in Prop. 4.7 then gives a value for the upper bound in the
32-bit case, denoted d*2. The remaining question is that of soundness, namely: Is
A1 (032) + Ao - (032) < d32 an abstraction of bit-vectors v32 and v3? of length 327

Proposition 4.8. Let 0 = A1 - (v32) + Ao - (v3?)) < d*? denote an octagonal
constraint derived by applying Prop. 4.7 to Tq. Assume the semantics of the 32-bit
block is described by a formula ¢. Then ¢ = o iff ¢ A —o is unsatisfiable.

We present a concrete example that highlights the key steps of this construction.

Example 4.16. Consider the instruction ADD RO R1 in overflow mode, encoded

for different bit-widths by formulae ©*. For bit-widths 4 and 5, we compute

ai@?"”“”(ﬂ) as in Alg. 8 to obtain the following guards:

4-bit: 8 < (r0o*) + (r1*) < 14
5-bit: 16 < {((r0%) + (r1%) < 30

Suppose ) gives a candidate template Ty, which we instantiate as:

4-bit: 23 < (ro*) + (r1t) < 24 -2
5-bit: 24 < (rO°) + (r1%) < 25-2
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By applying Prop. 4.7 we and octagonal candidate constraint for the 32-bit case:
32-bit: 231 < ((r03%) + (r132) < 232 -2
Passing

@ A=(29 < (r0%2) + ((r1) < 2% - 2)
= A (o) + (r1%2) < 221 v ((r02) + (r1) > 2%~ 2))

to a solver reveals unsatisfiability, which entails that the induced candidate constraint
indeed abstracts ¢32.

4.3.3 Extrapolation for Affine Equalities

Applying extrapolation to an affine equality ((v')) = > | ¢ - (v4)) + d is a straight-
forward adaptation of the algorithm presented for extrapolating octagons. Indeed,
the strategy of applying Prop. 4.7 remains, yet in this case to specify the constant d
in the equality (v')) = > ¢ - (vi) + d.

Proposition 4.9. Let (v')) => 7" | ¢; - (vs)) +d denote an affine equality derived
by applying Prop. 4.7 to a template Tq. Assume the semantics of the block over
extended bit-vectors is described by a formula ¢. Then:

e F ({0 =2 (vi) +d
iff
p A () # s (i) + d)

is unsatisfiable.

Indeed, this soundness criterion coincides with the termination criterion implemented
in Alg. 12. Extrapolating an affine equality with a constant d thus amounts to
describing d using a template which is parametric in the bit-width, and then
checking soundness of the transformation a posteriori; this approach is applicable to
polynomial equalities, too. Experimental evidence in Chap. 4.4.8 reveals that it is
often possible to find a parametric representation, and that the approach indeed
decreases runtimes. The overhead induced by choosing templates and identifying
suitable parameters is imperceivable in practice.

4.4 Experiments

We have implemented the abstractions discussed in this section in C++ on top of
the Z3 SMT solver [90]. All experiments were performed on a desktop computer
equipped with a 3.4 GHz dual-core processor and 4 GB of RAM. The operating
system running was WINDOWS 7, and only a single core was used in our experiments.
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Table 4.2: Details of benchmarks

) variables modes
block Finstr. |Vinl \ interm. \ |Vout| | overall \ feasible
ABS 5 1 4 1 18 3
ADD 1 2 0 1 3 3
ADD&ASR 2 2 1 1 6 6
ASR 1 1 0 1 2 2
ASR&ADD 2 1 1 1 4 2
ASR&INC 2 1 1 1 4 2
INC 1 1 0 1 2 2
INC&ABS 6 1 5) 1 36 3
INC&ASR 2 1 1 1 4 3
INC&ASR&INC 3 1 2 1 8 5
INC&LSL 2 1 1 1 4 3
ISIGN 7 2 6 1 54 6
LSL 1 1 0 1 2 2
SWAP 3 2 1 2 1 1

4.4.1 Benchmarks

The benchmark set consists of instructions and blocks that implement standard
arithmetic operations (such as increment, addition or shift-left) and ones that
implement more sophisticated bit-twiddling (such as absolute value computation
or the ISIGN function known from the FORTRAN programming language). The key
statistics for the different blocks are given in Tab. 4.2. First, the table lists the
name of the respective block, followed by the numbers of instructions and variables.
Here, column interm. provides the number of intermediate bit-vectors that were
introduced during static single assignment conversion. Each abstraction mechanism
discussed in the following computes abstractions for all input and output registers;
the intermediate variables are ignored. The last two columns list the number of
overall modes, followed by those that are feasible. We have also executed our
implementation of different blocks from the benchmarks of Schlich [207, Sect. 8],
but have not come across a sequence of instructions that was semantically more
difficult to analyze than ISIGN, which is based on the assembly listing given in
Fig. 4.1 (see [32, Sect. 2.2] for further details on this block). Given a basic block,
we have computed abstractions of the respective block using either abstraction
mechanism presented so far. However, we refrain from giving further results for
value set abstraction as this technique was thoroughly evaluated in Chap. 3.3.
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4.4.2 Intervals (a},)

We first report on ai‘rft(cp), the figures of which are given in Tab. 4.3. The table
gives results on interval abstraction of the input and output bit-vectors handled
separately, as there is no relational dependency to extract. To assess the influence
of the bit-width w on the overall runtime, we have expressed each block using
bit-vectors of length 8, 16, 32, and 64, respectively. The table shows that our
approach generates abstractions in the order of seconds even for 64-bit architectures.
Interestingly, the runtime for each SAT instance increases moderately with the
bit-width; the number of SAT instances itself depends on the bit-width, too. Since
the number of overall instances to be solved is 2 w - (|Vin| + |Vout|) - f + 0, where o
and f denote the numbers of overall modes and feasible modes, respectively, the

moderate increase can be explained solely by the efficiency of the Z3 SMT solver.

4.4.3 Octagons (o))

To compute relational characterizations of the input and output bit-vectors, we
applied to the more expensive procedure a(‘,{:t(w). Here, we computed octagonal
abstractions for all combinations of input and output bit-vectors. For the example
SWAP, e.g., which has 2 input registers and 2 output registers, this entails that we
have computed abstractions for all 6 combinations of variables. The experimental
results are given in Tab. 4.4. Again, we observe that the cost of increasing the
bit-width for each SAT instance is moderate, whereas the sheer number of instances
has a significant impact on the runtime. For instance, computing an octagon that
describes the relation between the two inputs of ASR&ADD in all six feasible modes
necessitates 9378 SAT instances to be solved for the 64-bit case, requiring 8.48
seconds overall. By way of comparison, an abstraction for 8 bits is derived in 0.25
seconds using 1314 calls to the solver. However, these figures suggest Z3 is able to
solve approximately 1000 SAT instances per second in the 64-bit case, depending
on the complexity of the block itself.

4.4.4 Convex Polyhedra (o) ))

conv

Compared to octagonal abstraction aY.(y), runtimes for polyhedral abstraction
aX () vary strongly. Whereas oY, (¢) evaluates a fixed number of SAT instances
that is determined through the numbers of (feasible) mode combinations and registers
(as well as their bit-widths), the situation is different for convex polyhedra. Then,
the number of iterations depends on the number of hyperplanes described by .
For some benchmarks, polyhedral abstraction is significantly faster than octagonal
abstraction. For example, polyhedral abstraction of an ADD instruction stabilizes
in less than 0.5 seconds even in the 64-bit case, compared to 3.51 seconds for
octagons. However, if ¢ describes a non-linear shape (such as the multiplication of
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Table 4.3: Experimental results for o, ()

int

block | #bits [ #SAT | time || block | #bits | #SAT | time |

8 114 0.05 8 132 0.05
ABS 16 210 0.06 || INC & 16 228 0.08
32 402 0.11 || ABS 32 420 0.48
64 786 0.39 64 804 4.24
8 147 0.04 8 52 0.03
ADD 16 291 0.07 || INC & 16 100 0.04
32 979 0.16 || ASR 32 196 0.08
64 1155 0.70 64 388 0.20
8 294 0.05 ING & 8 248 0.04
ADD & 16 082 0.13 ASR & 16 488 0.07
ASR 32 1058 0.30 INC 32 968 0.11
64 2310 1.34 64 1928 0.38
8 66 0.02 8 100 0.03
ASR 16 130 0.03 || INC & 16 196 0.07
32 258 0.06 || LSL 32 388 0.17
64 014 0.23 64 772 0.47
8 294 0.09 8 342 0.09
ASR & 16 082 0.13 ISTGN 16 630 0.12
ADD 32 1058 0.14 32 1206 0.32
64 2310 0.39 64 2358 1.25
8 68 0.04 8 66 0.02
ASR & 16 132 0.06 LSL 16 130 0.06
INC 32 260 0.07 32 258 0.08
64 516 0.37 64 514 0.25
8 66 0.05 8 65 0.05
16 130 0.05 16 129 0.09
Ine 32 258 0.08 SWAP 32 257 0.13
64 514 0.20 64 513 0.37
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Table 4.4: Experimental results for a¥_,(¢)

block | #bits | #SAT | time || block | #bits | #SAT | time |

8 234 0.05 8 252 0.05
ABS 16 426 0.17 || INC & 16 444 0.11
32 810 0.76 || ABS 32 796 0.44
64 1578 4.43 64 1564 1.06
8 657 0.14 8 220 0.04
ADD 16 1233 0.52 || INC & 16 412 0.11
32 2385 2.26 || ASR 32 796 0.44
64 4689 3.51 64 1564 1.06
8 1168 0.20 ING & 8 368 0.06
ADD & 16 2192 0.61 ASR & 16 688 0.30
ASR 32 4240 2.35 INC 32 1328 0.44
64 8336 7.46 64 2608 1.78
8 146 0.03 8 220 0.04
ASR 16 274 0.11 || INC & 16 412 0.06
32 530 0.14 || LSL 32 796 0.39
64 1042 0.73 64 1564 0.96
8 1314 0.25 8 486 0.13
ASR & 16 2466 0.94 ISTGN 16 870 0.45
ADD 32 4770 3.81 32 1638 1.41
64 9378 8.48 64 3174 3.13
8 148 0.04 8 146 0.03
ASR & 16 276 0.09 LSL 16 274 0.10
INC 32 532 0.20 32 530 0.25
64 1044 0.88 64 1042 0.72
8 146 0.06 8 438 0.16
16 274 0.08 16 822 0.39
Ine 32 530 0.48 SWAP 32 1590 1.74
64 1042 4.24 64 3126 | 10.69

101



4 Automatic Abstraction of Bit-Vector Formulae

two 32-bit integers), a¥ . (¢) typically requires significantly more calls to the solver
than oY, (¢), frequently leading to timeouts (after 5 minutes). We thus applied two
different heuristics to accelerate polyhedral abstraction:

Mixing Polyhedra and Octagons When polyhedral abstraction is mixed with oc-
tagons, we preempted o, () after 1 second and then combined the inter-
mediate polyhedron with an octagonal abstraction. With this strategy, a
polyhedral abstraction was obtained within less than 10 seconds for either

benchmark.

Relaxing Inequalities Here, we set the threshold to 16 inequalities within ¥, (),

upon which polyhedral abstraction stopped. The inequalities were then taken
as templates and relaxed using dichotomic search, giving runtimes of less than
8 seconds for each benchmark.

Both heuristics delivered more precise approximations than oY (¢), which we

oct
measured by enumerating all models of the resulting abstraction.

14

4.4.5 Arithmetical Congruences (0, cong

Analysis of arithmetical congruences as presented in Chap. 4.2.4 does, in contrast
to the other abstraction procedures, not apply an optimized search strategy. This is
because the algorithm relies on a reduction of the modulus in each iteration based
on the greatest common divisor of (1) solutions that are already described by an
intermediate arithmetical congruence and (2) a newly found solution, which ensures
rapid convergence as shown in Tab 4.5. Interestingly, the number of solutions required
to compute an abstraction varies with differing bit-widths, although unpredictably.
To illustrate, consider a formula over a bit-vector  with models () = 0, (x) =
2,...,{x) = 254. In the 8-bit case, the solver may first produce () =0 and (x) =8
before (x) = 2 is found, which then induces the abstraction (x) = 0. By way of
contrast, in the 16-bit case, the solver may provide (x) = 0 and (x) = 2, and these
two models directly entail the desired abstraction. In practice, however, the effect
on the runtime is negligible, which may be explained by the fact that strengthening
constraints smoothly integrates with incremental SAT solving.

4.4.6 Affine Equalities (o)

The results of our implementation for affine abstraction a:?f of input-output relations
for the benchmarks are given in Tab. 4.6. The impact of the join L, of two affine
systems is imperceivable due to the low number of variables and the independence
from the bit-width. Observe that the same number of calls to the solver are
required for either bit-width, which leads to almost equal runtimes for 8- and
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4.4 Experiments

Table 4.5: Experimental results for @Y ong ()

block ‘ #Dbits ‘ #SAT ‘ time H block ‘ #Dbits ‘ #SAT ‘ time ‘
8 37 0.03 8 55 0.04
ABS 16 37 0.03 || INC & 16 59 0.03
32 36 0.06 || ABS 32 73 0.11
64 37 0.07 64 60 0.11
8 33 0.02 8 22 0.06
ADD 16 29 0.05 || INC & 16 31 0.07
32 45 0.14 || ASR 32 43 0.09
64 43 0.15 64 45 0.11
8 70 0.06 8 39 0.06
ADD & 16 54 0.09 LI\S(BE, ﬁi 16 39 0.07
ASR 32 85 0.13 NG 32 39 0.10
64 74 0.13 64 39 0.11
8 15 0.02 8 19 0.04
ASR 16 17 0.03 || INC & 16 25 0.05
32 16 0.06 || LSL 32 24 0.14
64 16 0.06 64 24 0.17
8 69 0.04 8 93 0.04
ASR & 16 89 0.08 ISICN 16 104 0.05
ADD 32 74 0.12 32 114 0.09
64 78 0.18 64 106 0.12
8 13 0.02 8 16 0.02
ASR & 16 14 0.02 LSL 16 17 0.02
INC 32 14 0.06 32 16 0.03
64 14 0.07 64 16 0.05
8 10 0.01 8 17 0.03
16 11 0.02 16 11 0.04
INC 32 10 0.02 SWAP 32 15 0.10
64 11 0.03 64 17 0.12
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4 Automatic Abstraction of Bit-Vector Formulae

64-bit architectures. We have also applied the technique to several AVR 8-bit
microcontroller programs, which have been in the past been used to evaluate the
effectiveness of the [MC]SQUARE model checker [207, 208]. The sizes of these programs
range from 148 to 289 instructions. Computing affine equalities for all basic blocks
amounts to less than 3 seconds for each of these programs.

On Large Coefficients

The affine join L,¢ may lead to excessively large coefficients that can significantly
degrade performance. Indeed, this is a well-known problem for linear relations
analysis [221], and often necessitates the use of libraries that support multiple
precision integers. In our analysis, it is interesting to observe that the size of the
coefficients strongly depends on the order in which models are found. To illustrate,
consider an instruction ADD RO R1 applied to 32-bit registers (in regular mode).
Suppose a solver produces two affine systems defined as follows:

1 0 0| —-100023 1 0 0] —100024
[Aib)] = | 0 1 0| 100024 [Aslbs] = |0 1 0 1
0 01 1 0 0 1|-100023

Joining [A;|b1] and [A2|bs] gives:
100023 -1 0 —10004700553

26091 26496076796883 6072291101674310584 | 8722534784596035683

It is important to appreciate, though, that a joined system would be much simpler,
had the solver first found [As|bs] rather than [As|bs]:

1 0 0|—100024
[Asfbs] = |0 1 0| 100023
00 1 ~1

Then, [A1|b1] U,sr [As|bs] is given as:

1 -1 0] —200047
[ 0 2 —1]| 200047 ]
Based on this observation, we have implemented an algorithm that enumerates
models in the proximity of solutions found before, which can be encoded straightfor-
wardly using range constraints. Sign-extensions using randomly enumerated models
are often in excess of 512 bits, which significantly degrades performance of SAT
solving. Proximity-based models, which are likely to induce small coefficients, and
thus require only slightly extended bit-vectors, significantly improve performance.
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4.4 Experiments

Table 4.6: Experimental results for oY ()

block | #bits | #SAT | time || block | #bits | #SAT | time |

8 0.02 8 0.05
16 0.04 || NG & 16 0.08
ABS 39 271 0.05 | aBs 39 B 010
64 0.06 64 0.11
8 0.02 8 0.01
16 0.05 || INC & 16 0.04
ADD 39 151 .06 | asr 39 131 o4
64 0.6 64 0.05
8 0.01 8 0.01
ADD & 16 s | 006 igg ﬁj 16 by | 005
ASR 39 0.10 | 35 39 0.05
64 0.14 64 0.09
8 0.01 8 0.01
16 0.02 || INC & 16 0.02
ASR 39 161 902 | LsL 39 131 02
64 0.04 64 0.04
8 0.02 8 0.03
ASR & 16 0.07 16 0.04
ADD 39 301 gos || TSTCON 39 21 004
64 0.10 64 0.6
8 0.01 8 0.01
ASR & 16 0.02 16 0.02
ING 39 1001 gog || W8T 39 8 0.02
64 0.04 64 0.03
8 0.03 8 0.03
16 0.03 16 0.04
INC 39 8 | goq | SUAP 39 6| 0.05
64 0.04 64 0.05
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4 Automatic Abstraction of Bit-Vector Formulae

Our implementation restricts models to a cube in the neighborhood of the model
found before; in our experiments, we found that a distance of 16 per bit-vector was
sufficient. To illustrate the impact of this choice, a naive implementation of Q¥F for
ABS expressed over 64 bits requires more than 2 seconds, whereas our implementation
terminates within 0.17 seconds. The results for other benchmarks are similar.

4.4.7 Polynomial Equalities (a,,)

The results for polynomial analysis are given in Tab. 4.7, which also contains the
template monomials S. Hence, the overall equality ranges over #vars+|S| variables
(the intermediate variables are omitted), thereby directly providing an upper bound
on the number of iterations. The benchmarks differ from those used before in that
they consists of blocks that multiply bit-vectors, e.g., to index a two-dimensional
array or to square an integer. We manually enforced regular behavior for all
involved operations. In the most demanding block SQUARE&MUL, which requires the
longest time, Z3 spends most time trying to prove soundness of the abstraction
{(r0") = (ro)? - {(r1)) by testing (r0") # (r0)? - ((r1)) for unsatisfiability.

4.4.8 Extrapolation

For all benchmarks, extrapolation from small bit-vectors produced the same results
as abstracting the full semantics of, e.g., a 64-bit block. This result confirms our
intuition that a numerical abstractions of certain mode combinations often manifests
themselves in an exponential relation to the bit-width. To illustrate the impact on
runtimes, consider the benchmark ISIGN over 64 bits, for which oY, is required to
solve 3174 instances in 3.13 seconds (cp. Tab. 4.4). For extrapolation, we computed
V() for registers of width 4 and 5 respectively, which induced a parametric
representation of the octagonal constants, in 0.09 and 0.11 seconds. Then, checking
for soundness amounts to solving a single SAT instance for each constraint, which
amounts to 0.28 and 0.31 seconds overall (including abstractions for small bit-widths)
for 32 and 64 bits, respectively. These figures indicate a reduction of approximately
90% in the 64-bit case. The overall results for ABS and ISIGN are given in Tab. 4.8.
For the simpler benchmarks, the differences in runtime are not as significant. A
noteworthy aspect of extrapolation-based abstraction is that the problem of dealing
with huge integer coefficients in intermediate results is eliminated altogether.

Q

4.5 Discussion
Thus far, we have presented a variety of techniques to abstract Boolean formulae,

the structure of which is unknown, using different classes of abstract domains.
An overview of these techniques and their estimated precision and cost are given
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4.5 Discussion

Table 4.7: Experimental results for Oz;/;ly(go,S)

block ‘ #instr. ‘ F#vars ‘ S ‘ #Dbits ‘ #SAT ‘ time ‘
8 0.02
16 0.03
MUL {(ro) - (r1) | 4 0.05
64 0.13
8 0.02
16 0.03
MUL&ADD (r0)) - {(r1)) 29 0.05
64 0.12
8 0.02
16 0.03
SQUARE {(r0)? 39 0.06
64 0.11
8 0.03
SQUARE&ADD (ro)? ;g g'gg
64 0.33
8 0.02
(roy® 16 0.08
SQUARE&MUL {(r0) - (r1)) 39 7 626

Table 4.8: Octagonal extrapolation for ABS and ISIGN

| block | #bits | time || block | #bits | time |

ABS

ISIGN

4 0.06
) 0.09
32 0.24
64 0.24

4 0.09
) 0.11
32 0.28
64 0.31
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4 Automatic Abstraction of Bit-Vector Formulae

in Tab. 4.9. For all domains, we have presented techniques that yield optimal
approximations in the respective domain. The domain of convex polyhedra has the
highest cost in the worst case, mostly due to the sheer number of inequalities, which
is unsurprising. For this case, we have presented two non-optimal approximation
strategies. The first one mixes polyhedral abstraction with octagonal abstraction,
whereas the second one uses an intermediate (unsound) abstraction as a template.
Yet, it is noteworthy that sometimes oY () outperforms aY. (¢). This is for
the same reason for which analysis using reduced octagons outperforms analysis
using tight ones [7], i.e., a¥ () enumerates the vertices of the convex polyhedron,
V .(¢) systematically attempts to maximize each constraint from a fixed
set of templates, which may contain redundant ones. If the number of vertices
of a polyhedral abstraction is small compared to the number of inequalities of an
octagonal abstraction, then Y, (¢) typically outperforms a Y., ().

whereas o

Polyhedral Abstraction and Widening The goal of both non-optimal techniques
for convex polyhedra is to accelerate convergence, a problem which is typically
tackled using widenings [79] in the abstract interpretation framework. Formally, a
widening operator V : (Conv x Conv) — Conv needs to satisfy:

1. Va,y € Conv : x Ceony (2VYy)
2. Y,y € Conv : y Ceony (2VY)

3. for all increasing chains xg Ceony 1 Ceony - - -, the increasing chain yg Ceony
Y1 Ccony - - - defined by yo = z¢ and y;4+1 = y; V41 is ultimately stationary.

A classical approach to widening of convex polyhedra is to eliminate unstable
inequalities [82], which can straightforwardly be integrated with our methods.
However, it is our belief that more sophisticated techniques such as lookahead
widening [113] or widening with landmarks [222] could likewise be combined with
our method. The combination and evaluation of automatic abstraction using SAT
and SMT solving with widening operators remains a direction for future research.
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4.5 Discussion

Table 4.9: Overview of abstractions presented in Chap. 3 and Chap. 4

Domain Chap. | Precision Cost

Int 3.1.2 optimal low

Val 3.1.2 optimal low — medium
Oct 4.2.1 optimal medium

Conv 4.2.2 optimal medium — high
Conv + Oct 4.2.3 non-optimal | medium — high
Conv + relax-conv | 4.2.3 non-optimal | medium — high
A-Cong 4.2.4 optimal low

Aff 4.2.5 optimal low

Poly 4.2.6 optimal low — medium
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5 Transformers for Template Constraints

Abstracting a formula ¢ € p(p(V')) using one of the abstraction procedures in-
troduced previously provides one way to summarize states or relations between
variables as described by a basic block. A vexing question beyond abstraction of
direct relations between variables, however, is how symbolic states on input to the
block are related to symbolic states on output. To illustrate, suppose a symbolic
interval [ROg, RO, on input of an instruction ADD RO R1. The question then is how
symbolic extremal values RO} and RO;, on output can be characterized using ROg, ROy,
R1s, and R1,. The desired abstraction in the case of intervals (for 8-bit registers) is:

/A
(-128 <RO+R1<127) = <Roe = RO/ +R1y /\>

RO/, = RO, +R1,

RO, = 256+RO,+R1, A

RO/, = 256+ RO;+R1y )
RO, = —256+RO;+R1i, A
RO, = —256+ RO, +R1, >

(—256 < RO +R1 < —129) = <
(128 <RO+R1 < —254) = <

Applying such a guarded update to interval analysis then amounts to intersecting the
inputs with the guard and applying the respective update. Algorithms to compute
such relations between symbolic constraints, based on blocks that do not range over
these symbolic constraints but over concrete variables, are the topic of this chapter.
To summarize, this chapter provides a collection of methods for the analysis of
symbolic constraints that could be categorized as follows:

Lifting Assuming that an input-output relation between bit-vectors is described
using an affine or polynomial equality, techniques that apply lifting exploit
the syntactic structure of the respective equality to obtain a relation between
intervals or octagons on input and output of a basic block. As an example,
assume an affine equality ((v')) = —((v)) abstracts a block. Further, assume
symbolic boundaries vy, v, v}, and v, such that ((v)) < (v)) < ((v,)) and
(V) < (V") < ((v),). An affine system

(i) = —(vu) (o) = (w0

over symbolic intervals can then be derived directly from the equality, without
loss of information. Although computationally cheap and easy to implement,
techniques that simply lift affine or polynomial equalities over bit-vectors to
relational domains such as octagons incur a loss of precision.
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5 Transformers for Template Constraints

Quantification Given an logical characterization ¢ € p(p(V)) of a basic block,
 can be augmented with additional constraints and quantifiers to specify
the relation between symbolic constraints on the bit-level within the formula
itself. Quantifiers then need to be eliminated before abstraction, which yields
a quantifier-free formula that specifies a direct bit-level relationship between
symbolic constraints. These techniques yield optimal abstractions and are, as
we think, algorithmically elegant, but suffer from the computational cost of
quantifier elimination, even more so since quantifiers appear alternately.

Interleaved Abstraction As an alternative approach, which in terms of cost lies in
between techniques based on lifting and quantification, we propose to interleave
abstraction using different abstract domains with model enumeration. The
key idea in these techniques is to extract relational abstractions d and d’ (e.g.,
using octagons) that describe input and output variables from a concrete
model of ¢, and then compute an affine or polynomial equality that describes
how ¢ transforms d into d’.

In the following, we sometimes denote a transformer which relates elements of a
source domain D; to elements of a target domain Dy using a relational domain 7" of

the transformer by D1 L D5. Since we assume complete lattices D1 and Dy as base

domains, monotone functions of type D ER Dy themselves form a complete lattice.

Outline We build towards these different techniques and their instances for different
abstract domains as follows. First, Chap. 5.1 discusses lifting techniques that are

applied to affine and polynomial equalities. Specifically, we discuss lifting to derive

. Pol
the following types of transformers: Int Aff Int, Oct Aff Oct, Int —% Int, and

Pol cors o . . : .
Oct —2 Oct. Lifting affine equalities to intervals does not incur a loss in precision;

unfortunately, this is not so for octagons. The following Chap. 5.2 details the

quantification-based technique that characterizes symbolic relations Dq Bool, Dy

directly on the bit-level. There, we show how such formulae can be derived so
that the source and target domains D; and D- are given as parameters of the
formula. Computing a transformer using, e.g., affine equalities then amounts to
affine abstraction of the formula after quantifier elimination. Then, Chap. 5.3

shows techniques that interleave dichotomic search with abstraction. For the case

of affine updates on octagons, i.e., Oct Aff, Oct, this technique yields optimal

abstractions. Finally, Chap. 5.4 studies how polyhedral abstraction can applied
to derive approximate transformers for intervals and octagons, in case that the
underlying basic block can neither be represented using affine equalities nor using
polynomials. This chapter concludes with experimental results in Chap. 5.5, a
survey of related work in Chap. 5.6 and a discussion in Chap. 5.7.
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5.1 Lifting Equalities to Template Domains

The techniques presented thus far are all concerned with relating the values of
concrete variables used in a program. Suppose an affine equality (v')) =Y " ;¢ -
{(v;)) + ¢ has been derived. Such equalities can then be used, e.g., to compute the
value set of ((v')) from value sets of (v1)),..., {(v,)) on input, simply by computing
o ci ((vy) for all feasible inputs. As an alternative, affine relations analysis
would apply existential quantifier elimination to compute affine invariants. Common
to both techniques is that they relate concrete variables.

In abstract interpretation using intervals, however, it is desirable to express
how extremal values ((v})) and ((v;)) of v’ are related to the extremal values
(i), (viw), -\ (vne), (Vnw) of vi,..., vy, on entry, as opposed to extracting
values of (v})) and ((v},)) from the value sets induced by the affine relations. In this
section, we show how to systematically derive equalities of the form

(up) = Yiicie (uie) + 305 G (vin)
(vi) = Yt die- (vie) + D20 di - (i) + ¢

from a given affine equality (v')) = > 7", ¢; - (vi)) + ¢. We refer to this technique as

lifting. However, we do not limit ourselves to the specific case Int Aff, Int, but also
study the more general cases of lifting affine and polynomial relations to octagonal
(or other linear template) constraints.

5.1.1 Lifting Affine Equalities to Intervals

In this section, we explore how to transform an affine system such as

10 1 1 |—23
[Alb] = [010—10 ]

over bit-vectors V' = {r0,r1,r0’, 71’} to interval updates. This transformation
consists of lifting the affine abstraction [A|b], which ranges over variables in V', to
symbolic range boundaries. To do so, let Vi, = {r0,71} C V denote the bit-vectors
on entry of the block described by ¢. Likewise, let Vo = {r0’, 71’} C V denote
the bit-vectors on exit. We introduce sets of fresh variables

Vi = {r0o,rl} Vi = {r0,,rl,}
Vie = {r0,,r1)} VY, = {r0,,rl,}

out out u

to represent symbolic boundaries of each bit-vector in V. If necessary, we transform
the equations such that the left-hand side of each equation consists of only one
variable in Vo, which can be achieved by reordering the columns of the affine
system and performing triangularization. For the above system [A|b], this gives:

(ro) = —(ro) —(r1) -2 (r1’) = (r1)
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5 Transformers for Template Constraints

These equations entail the following affine equalities on symbolic interval boundaries:

(roy) = —(rou) —(r1.) -2 (r1)) = (ri)
(ron) = —(roo) — (ri) =22 (r1) = (rilu.)

To derive such a system, transform each of the original equations into the form
vo= Zvevin Ay -0+

where v/ € Vg, c € Q, and A\, € Q for all v € V;, (observe that, without loss of
generality, we assume the right-hand side of the equality to be rational rather than
integral); with a suitable variable ordering, this can be achieved. Correctness of this
transformation follows from the fact that (1) an affine equation system describes
an affine sub-space and (2) invariance of the elementary row operations, namely
multiply a row by a non-zero scalar, add a row to another, or permute two rows
(see, e.g., [136, Sect. 2] or [115, Sect. 2.2]). Both affine systems thus describe the
same sets of solutions.

Example 5.1. The system below on the left can be transformed into the system on
the right by applying elementary row operations:

1 -1 0 0 |1 . 1 00 —-1|3
01 0 —-1|2 01 0 —1]2
To formalize the lifting transformation, we introduce a map [ that replaces a variable

v with its symbolic upper bound v, in case its sign in the affine equality is positive;
otherwise, B replaces v with its lower bound wvy.

Definition 5.1. §: (Q x Vi) — (Vign U Vi) is defined as:
B(Av) = { {(ve) 2 ifA<O

{(vu) : otherwise

We then substitute each transformed equation (v')) = >, cy. Av - (v)) + ¢ by a pair
of equations over symbolic range boundaries.

Proposition 5.1. Consider an equality (v')) =3, cy. Ao () +c. Put:

(V) = Ypev, M- BAw,v)+c A
(i) = Yeev, Mo B(=Ao,v) +c

The key idea when constructing the upper bound is to replace each occurrence of a
variable in the original system with its upper bound in case its coefficient is positive,
and with its lower bound otherwise. However, although the presented procedure is
sound, fast, and easy-to-implement, it is incomplete. We illustrate incompleteness
by means of an example.
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5 3
4 !
3 . .
2 ° . 3
1 . . . '
o 1 2 3 4 5 6

Figure 5.1: Incompleteness of affine lifting

Example 5.2. Let ¢ encode a formula with solutions depicted in Fig. 5.1. Since the
relation between z and y is non-affine, aiﬁ’y}(go) = T.m, and lifting also yields T.

However, the optimal abstraction of ¢ using intervals is (ye) = 0 A (yu)) = (Tu))-

Yet, lifting as performed in Prop. 5.1 is still complete relative to the affine equality
on input. In Lem. 4.2, we have shown optimality of affine abstraction aY(¢). We
can thus interpret a conjunction of affine equalities as the affine hull aff(G) of the
set G € p(Q") of models of ¢. We define a cube imposed by the ranges of vy, ... v,.

Definition 5.2. Let v, v1u,---3Une Unu € Q such that vy < v; < v;y for all
1 <i < n. Define the cube C € p(Q") that encloses (v1,...,vy) as:

C = {(z1,...,20) €Q" VI <i<n:vip <z vt

Corollary 5.1. Let C' be defined as in Def. 5.2 and let G € Q" be an affine basis
with g = ¢ for all g € G. Then:

CRafG) = {(z1,...,20) € afG) : (21,...,20) € C}
= {(3}1,. . .,(L‘n) S aff(G) V1i<i<n: (W) <z < Ui,u}

Let (z1,...,z,) € CNaff(G) and assume, without loss of generality, that z; is
maximal. Hence, there exist Ao,..., \,,c € Q such that x1 = ¢+ Z?:Z A - x; 1S
maximal. Clearly, maximality of z; entails maximality of > ", A; - ;, which is
maximal iff the summands )\; - x; are maximal. Further, we have the assumption
Vi <y v, for all 2 <4 < n. We perform a case distinction on the sign of A;:

e \; <0 whence \; - v,y =max{\; -z | vy <x <vjy,};

e \; >0 whence \; - v, = max{\; -z | v;p < & <y}
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5 Transformers for Template Constraints

With linearity of addition over Q and analogous treatment of minimization, we
obtain a correctness argument for Prop. 5.1.

5.1.2 Lifting Affine Equalities to Octagons

Consider now the more general problem of deriving transfer functions for octagons
by lifting affine equalities.! As an example, consider a formula ¢ that encodes the
assembly code fragment ADD RO R1; LSL RO, where ADD RO R1 sums up the values
of RO and R1 and stores the result in RO, whereas LSL RO shifts RO one bit to the
left. Suppose that neither ADD nor LSL over- or underflows. Computing the affine
abstraction of ¢ over bit-vectors 70, 70, 70’, and r1’ yields two equalities:

(ro) = 2-(ro) +2-(r1)  (r1) = (r1)

We aim to construct an update that maps octagonal inputs (with symbolic constants)
to octagonal outputs (likewise with symbolic constants). Hence, we aim to compute
the following map from (r0") =2 (r0)) + 2 - (r1)) A (r1’)) = {(r1)):

(ro) < d (o) < 2-dy+2-dy )
(r1) < dy (r1) < ds
—(r0) < d —(r0") < 2-ds+2-dy
—(r1) < di | | —(rl’) < du
(ro) +(r1) < ds (ro) +(r1) < 2-di+3-dy
—{(ro) — (r1) < ds —({(ro") —(r1") < 2-dz+4-dy
—{(ro) + {r1)) < dr —(ro") +(r1') < 2-(dz+ds)+do
(ro) — (r1) < dsd (ro) —(r1") < 2-(di+d2)+ds

We do so by constructing an update operation that uses the unary input constraints
only (those which appear above the bar separator on the left). We modify the lifting
procedure from the previous section so as to express output constraints in terms
of symbolic constants dq, ..., ds from the input constraints. Analogously to before,
we obtain the four unary output constraints on the right, simply by substituting
symbolic minimal and maximal values. For example, from —ds < (r0)) < di,
—dy < ((r1)) < dy, and (r0) = 2 (r0)) + (rl)), we deduce —2-d3 —2-dy <
{(r0") < 2-dy 4+ 2 - ds using substitution (corresponding to rows 1 and 3 in the
above output octagon). The binary output constraints are derived using linear

'One might be forgiven for thinking that the easiest way to apply an affine transformer to an
octagon is to compute an affine transformation of the constraints. Unfortunately, the output
of such an approach is in general a convex polyhedron rather than an octagon. The standard
technique for describing a convex polyhedron by an octagon is complicated and costly in itself:
(1) convert the polyhedron into a frame representation, (2) enumerate its vertices p1,...,px € Z™,
and (3) compute the join |_|f:1 Qoct(pr). More details are given in [166, Sect. 4.3]. Of course,
(integer) linear programming can also be applied to this task [3].
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combinations of the unary output constraints. For instance, the symbolic upper
bound of a constraint —{(r0")) + ((r1’) is computed from the unary constraints
—{(r0") <2-ds+2-ds and ((r1l’)) < ds by substituting the right-hand sides of the
inequalities:

—(r0") + (r1")y < (2-d3+2-dy)+ (d2)

Likewise, the other binary output constraints are obtained. It is important to note
that, since the output constraints do no use relational information from the inputs
(such as ((r0)) + ((r1)) <5), we obtain a sub-optimal update.

Example 5.3. Suppose an input octagon that describes 0 < (r0)) <4, 0 < ((r1)) <
1, and {(r0)) + ((r1)) < 4. We then derive:

0<(ro) <10 0<(rI) <1 0< (r0%) + (r1) < 11
An optimal transfer function, however, would derive:
0<(ro) <8 0<(r1) <1 0<(r0) +{(r1) <8

Although the above method fails to propagate the effects of some inputs into the
output constraints, it retains the attractive property that a sound octagonal update
can be constructed straightforwardly by lifting the affine relations. Interestingly,
Miné [166, Fig. 27] also discusses the relative precision of transformers for octagons,
though in his discussion the base semantics is polyhedral rather than Boolean. Using
his classification, precision of the transfer functions derived using affine abstraction
followed by lifting could be described as medium.

5.1.3 Lifting Polynomial Equalities to Intervals

To illustrate the process of lifting polynomial updates to intervals, consider again the
equality (r0')) = (r1)) + (r0)) - (r2)), the computation of which we have described
for the assembly fragment MUL RO R2; ADD RO R1 in Chap. 4.2.6. Of course, this
polynomial neither relates internal bounds nor symbolic constants on input or output
intervals. One could expect that non-linear equalities can be straightforwardly lifted
to range updates using the techniques from Chap. 5.1.1 or Chap. 5.1.2. However,
this is not the case.

Example 5.4. Suppose we lift the polynomial (r0") = ((r1)) + (r0) - (r2) to
intervals as before. This operation gives:

(rog) = (r1e) + (r0g) - (r2e)  (r0,) = (riu) + (r0u) - {(r2u)

Further, assume inputs

(rog) =—4  (rl) =0  (r2,) =2
(roy) =2 (r1) =2 (r2,) =2

which define (r0;)) =8 and ((r0),)) = 6, a result that is obviously incorrect.
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Lifting polynomials by applying the technique discussed for affine equalities gives
incorrect results because monotonic transformers on Q are assumed, allowing to
syntactically extract the extremal values from input ranges. However, polynomials
are non-monotonic. We circumvent this problem by augmenting the lifted terms
with minimization and maximization operators as in the following example.

Example 5.5. Consider again the polynomial (r0") = ((r1)) + (r0)) - (r2)) as
in Ex. 5.4. Since the term ((r0)) - (r2)) is non-monotonic, it is not possible to
determine which of the monomials (r0g)) - (r2¢)), (r0g) - (r2,), (r0.) - (r2),
and (r0y,) - (r2,) yields the least (resp. greatest) value. Further, 0 may be an
extremal value not determined through the bounds of O and r2. We thus evaluate
monomials at runtime, during application of a transfer function, which gives:

{(rog) {(r1e) + min{ {(r0e) " {(r2¢)), (r0g) ’.<<7°2u>ia }
(roy) = <<r1u)>+maX{ 4rae) ) r2e). (rod) ‘.<<T 2 }

Assume the same input ranges as in Fx. 5.4. Then, we obtain the correct result:

(ro}) = 0+ min{8,—8,—-4,4,0} = -8
(ro,) = 2+ max{8,—-8,-4,4,0} = 8

This form of lifted update for polynomials involves, respectively, minimization and
maximization operations. These operations are required because it is not until the
symbolic variables are instantiated that the relative sizes of the non-linear terms can
be compared; these comparisons are redundant for linear terms due to monotonicity.
To present this transformation formally, let V7, and Vo, denote the input and
output variables as before. Further, denote by S a set of template monomials
over the bit-vectors V' = {vy,...,v,}. Thus, if s € S, then s = II}" | ((v;))* with
constants ey s, ..., e, s € N. Formally, a polynomial update is thus represented as:

<<’U,>> = Z:‘L:l At <<v1>> + ZSES AsS+c
= Yo A (i) + s s Ty ()0 +c

Definition 5.3. We define a map p(s) to generate the set of all permutations of
s =7, (v;))®* with bit-vectors vy, ..., vy lifted to symbolic range constraints:

p(s) = {II(zi)® |ie{l,...,n} ANz; € {vig,vin}}

Definition 5.4. Let A € Z and s = II" ;| (v;))** with e1s,...,en s € N.We define
a map o(A, s) to extract either the minimum or the mazimum value of s from p(s),
depending on the sign of A:
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5.1 Lifting Equalities to Template Domains

B min(p(s)UZ) : if A<0
o(As) = { max(pu(s)UZ) : otherwise

Here, Z € {0,{0}} is defined:

7 = { {0} = Jie{l,...,n}:0e€ [(vie), (viu)] A #0

1] . otherwise

For example, if s = ((r0)) - ((r2)), then:

p(s) = {{r00) - {r20), (r0c) - (r2u), (rou)) - (r24), (r0u) - (r2u)}

Observe that considering 0 as an extremal value may be necessary.

Example 5.6. Let ((v')) = (v)? define an update and suppose inputs (v,)) = —2
and {(v,)) = 2. Then, (v)? =4 and (v,)* = 4, yet (v') € [0,4].

On the other hand, always adding 0 as an extremal candidate may be overly
pessimistic, which can be seen for (v')) = (v))? with inputs ((v,)) = 2 and (v,)) = 4.
Optimal output boundaries are then defined as ((v})) = 4 and ((v},)) = 16. Hence, we
consider 0 as a candidate upon evaluation of a transformer iff (v;)) <0 < (v;4)
for some v; that appears in the monomial with a non-zero exponent. This is because
a monomial s = II7"_, (v;))®* has roots for (v;)) = 0 only. Without loss of generality,
each polynomially extended equation takes the form

() = i (i) + D esAs s+

where v € V', A\q,...,\, € Q, and \; € Q for all s € S. With 8 defined as in
Chap. 5.1.1, we then replace each polynomial by a pair of equations as follows:

<<v2>> = Z?:1/\i'5(_)\i,'vi) + 2565)\5-0(—)\3,8) + ¢
W= A B )+ Yesds oA, s) + ¢

Note that linear terms are transformed as before: it is only non-linear monomials
that require special treatment.

Proposition 5.2. Let s = I | (v;)® with e1, ..., e, € N. Then, s constrained so
that either (v;) <0 or 0 < ((v;)) for all 1 <i <n defines a monotone function.

Proof. Correctness follows directly from monotonicity of multiplication over N. [

The following proposition shows that lifting a monomial s to minimal and maximal
values of symbolic ranges by applying (), s) indeed yields the extremal values.
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5 Transformers for Template Constraints

Proposition 5.3. Put V = {v1,...,v,} and let v14,V14,...,Vne, Uny Such that
(Vi) < (i) < (Vi) for all v; € V. Further, let s = I}, (v;)® denote a
monomial over V. If 0 & [((v; ), (viw)] for all 1 <i < n, then:

min(u(s)) = min{z € Z|x; € Z: (vip) < x; < (Vi) Ao =11 25}
max(pu(s)) = max{z € Z|z; € Z: (viy) < < (Vi) N =T 2"}
110 € [{wie), (viu)], then:
min(u(s) U{0}) = min{z € Z|z; € Z: (vip) <z < (i) Ao =172}
max(u(s) U{0}) = max{z €Z|xi € Z: (vig) < ai < (viw) Ao =1 27"}

Proof. We sketch a proof by induction for the latter case, which is more general
than the first one. For the base clause, we observe that s; = (v1))! has a single
root, namely ((v)) = 0. With monotonicity of multiplication, we deduce

min{z € Z |z € Z: {(viy) <x1 < (i) Ax =2z}
= min{fr €Z|ze€Z:(x1=(vig) =21V {(viu) =1 Va1 =0) Az =2}
min{ (w1, (v1,4), 0}
— min(u(s1) U {0})

as desired. The proof for max(u(sy)) is similar. Assume the proposition holds for
sp =7 (v)® and let sp41 = sp, - (Vp41)) . Then:

min{z € Z | x; € Z: (v 0) < x; < (i) A =Tl
= minf{e €Z |z € Z: (v < x < (Vi) Ao =TI 2 - )"
—mi 2 € L: (Vi) < @i < (Vi)
B mm{ vl (=10 27" w10 Vo =27 Tpgru Vo = 0)
T ((Vng1,0) |
= minq 2 {Uarru) |2 € Z: (vig) < @ < (i) A= I0 27
0

= min ({m - (@) m - (U)o | m € plsa)} U {0})
min ({m | m € p(s,41)} U {0})
= min(u(snt1) U{0})

Correctness of the remaining cases can be shown accordingly. O

5.1.4 Lifting Polynomial Equalities to Octagons

Similar in spirit to the technique introduced to lift polynomial updates to intervals,
we derive polynomial updates for octagons. From a polynomial update

(r0) = 2-(ro) +2-(r1) A (r1") = (r1)
(r1) = (r1)
(r2) = (r2)
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5.1 Lifting Equalities to Template Domains

that relates variables, we thus aim to construct an update for octagons.? The
strategy applied to do so is a combination of the techniques from Chap. 5.1.2 and
Chap. 5.1.3. Again, we do so by using the unary constraints di, ..., dg of an input
octagon (those constraints found above the horizontal bar)

(ro) < d (r1)) <ds (r2)) < ds
—((r0)) < d4 —((r1)) < ds —((r2)) < ds
(ro) + {(r1) <dz | (rO) +(r2) <du | (rl) + (r2) <dis
—({(r0) — ((r1) < ds | —(r0) — (r2)) < diz | —((r1)) — (r2)) < dig
—(r0) + {(r1)) < dy | —(r0)) + (r2)) < d1z | =(r1)) + (r2)) < di7
[ (r0) — (1) <dw | (r0) —(r2) <dw| (r1) —{r2) <dis
that characterizes r0, r1 and r2, to describe symbolic constants df, ..., d}s of an

output octagon over r0’, r1’, and r2’. In the output (with the respective primed
variables), we substitute the polynomial update into the left-hand side of each
constraint. For instance, the output constraint (r0)) — (r1’)) is transformed into:

((r1) + (r0)) - (r2) — (r1) < dy

First of all, we simplify ({(r1)) + (r0)) - (r2))) — (r1)), which reduces the inequality
to ((r0)) - (r2)) < dj,. To compute d),, we handle linear and non-linear terms
separately. Linear terms are treated as in Chap. 5.1.2 by substituting a variable
with a positive (resp. negative) coefficient by its upper (resp. lower) bound:

(ro) ~ d —(r0) ~ da (r2) —~ ds
(r1)) ~ dy —(r1) ~ ds —(r2) ~ do

For example, ((r1)) (resp. —((r1))) is thus turned into ds (resp. d5). The non-
linear term ((r0)) - (r2) (resp. —((r0) - (r2))) is handled using maximization
(resp. minimization) of the bounds of 0 and 72 at runtime, respectively. With the
equivalence ((v)) < d iff —d < —((v)), these combinations of non-linear terms are:

Siroy-(r2y = {di-ds,di-(—ds),(—ds) - d3, (—da) - (—dg)}

Likewise, monomials with a negative coefficient are handled using minimization.
Combining the transformed terms for linear and non-linear ones thus simply gives:

(ro7) — (1)) {(ro) - (r2)

< max{s € S((rO))~(<r2)) uZz}

20bserve that Miné [166] does not address multiplication. However, it is possible to resort to
convex polyhedra, where different ways of expressing multiplication were already studied by
Cousot and Halbwachs [82], and then convert the result back into an octagon [166, Sect. 4.3].

121



5 Transformers for Template Constraints

Z is defined as in Def. 5.4. Likewise, we obtain:

—{(ro") — (r1) =2 ((r1)) = {r0) - (r2)
2-ds; — min{s € S<<r0>)<<r2)> uZz}

IA I

For brevity, define s, = min{s € Sy,q).(r1)y UZ} and s, = max{s € Sypoy.(r2y UZ}-
Applying the transformation sketched above to the overall output octagon yields:

dll = dy+ sy d/2 = dy dg = d3

di; = d5 — Sy dg = d5 /6 = d6

d/7 = 2-dy+ s, ’11 = dyg+ s, +d3 /15 = do+ds

dlg = 2-ds— sy d/12 = ds — sy + dg d,16 = ds+dg

dy = —sq s = ds—sg+ds |diy = ds+ds
L diy = Su i = dotsu+de|diyg = do+ds

Example 5.7. Suppose the block MUL RO R2; ADD RO R1 is entered with:

dy =10 de =5 ds =10
{ dy = -1 ds = —5 de = —5 }

The remaining constraints are omitted as they are not used to specify the polynomial

update for octagons when lifting is applied. The combinations of the monomial {(r0))-

{(r2)) over the symbolic bounds are then given as Syroy.(r2y = {100, —50,-10,5,0}.

Hence, sy = —50 and s, = 100. Applying the octagonal transformer obtained using

lifting of polynomial updates, we compute:

& = 105 d = 5 4 = 10
4 — -5 Qo= -5 i = 5
d = 110 | d&, = 115 | &y = 15
d, = 40 ', = 100 o = —10
dy = 50 dy = 55 = 5

5.2 Characterizing Linear Templates using Quantification

A formula ¢ € p(p(V')) derived from a block describes an (indirect) relation between
input bit-vectors Vi, C V and output bit-vectors Vo, C V, but not between their
ranges. The relationship between concrete variables and their respective bounds,
however, can be specified by augmenting ¢ with additional terms and quantifiers.
We first sketch the mechanisms for doing so for the simple case of intervals and then
generalize this approach to the more general class of template domains.
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5.2 Characterizing Linear Templates using Quantification

5.2.1 Specifying Optimal Intervals using Quantifiers

We study the quantifier-based approach to automatic abstraction by means of an
example, namely the instruction INC RO in regular mode, which increments the
value of register RO by one and stores the result in RO. To specify the relation
between the input bit-vector 70 and the outputs 70’ using intervals, we introduce
fresh bit-vectors 10y, r0,, 10}, and 70), to represent greatest lower and least upper
bounds of ((r0)) and {(r0')), respectively. Further, we define symbolic expressions

o = (r0g) <(ro) <(ro.) o = (roy) < {(ro’) <(ro,)

to express that all input and output bit-vectors are confined to their respective
ranges. With all bit-vectors in range, specifying the greatest lower bound 0} and
least upper bound r0/, € V¥ . of 70 amounts to requiring that:

1. The bit-vectors 70} and r0;, represent respectively lower and upper bounds
on the range of r0’.

2. Any other lower and upper bounds on 70" are respectively less or equal to and
greater or equal to 70, and r0,.

Let ¢ denote the symbolic encoding of INC RO. We enforce the first requirement
with the formula w = Vr0 : Vr0’ : (c Ap) = o’. Then, (6 Ap) = o’ is put into CNF,
which introduces existentially quantified variables. These variables are eliminated
using projection before those literals that involve variables from 70 and r0’ are
simply struck out. Let wsimp denote the resulting formula in CNF, which ranges
over bit-vectors 0y, 70,, 70}, and r0; hence wsimp € P(p({r0p, 70,,70},70,})).
The second requirement is enforced by introducing auxiliary variables to represent
other lower and upper bounds on r0’, denoted 70} and r0}. As before, the formula

o* = (rox) < (ro’) < (rox)

encodes the requirement that ((r07)) and ((r0j)) are lower and upper bounds of
((r0”), respectively. We then stipulate v = Vr0j : Vr0} : Vr0 : Vr0' : k with:

o= ((0Ap)=0%) = ((ro) < (rop) A (roy) < (roy))

The left-hand side of  requires that ((r0})) and ((r0})) are indeed lower and upper
bounds of ((v')). The right-hand side of the implication expresses that ((r0})) is less or
equal to ((v})), and likewise that ((70})) is greater or equal to ((v},)), thereby inducing
optimality of ((r0})) and ((r0),)) a posteriori. In combination, this means that ((r0}))
(resp. ((r0))) is the least upper (resp. greatest lower) bound of ((r0’)) subject to .
Again, we put v into CNF and eliminate existential as well as universal quantifiers,
an operation that yields a simplified formula vsmp € p(p({7r0¢, 70y, 70},70,})).
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5 Transformers for Template Constraints

Then, 1) = wsimp A Vsimp describes a direct bit-level relationship between symbolic
interval bounds r0; and 70, on input and the corresponding bounds 0} and r0;,

on output. The conjoined formula 1 can thus be seen as a transformer of type

Int 2% |nt. However, to avoid the application of a SAT solver to evaluate the

transformer, 1 can be abstracted, e.g., using conjunctions of affine equalities over
{r0y,r0,,70},70;,}. Then, we obtain the expected result:
{r04,r0,,r0,,70, }
Oty W) = ((r0p) = (r0g) + LA (roy) = (r0.) +1)
In the following, we show how to generalize this technique to accept specifications

over arbitrary but fixed classes of templates (including intervals and octagons), and
also show how this quantifier-based formulation can be instantiated to derive guards.

5.2.2 Generalization

In general, we require a transformer ¢ € p(p(V)) and Vi, Vour € V such that
Vin N Vou = 0. To express symbolic relations on top of ¢, we augment ¢ with two
additional types of formulae:

1. Let o(W,T) encode a relation between concrete bit-vectors W C Vi, U Vgt
and a symbolic encoding of constraints over bit-vectors T'. For example,
o({v},{ve}) = (ve) < ((v)) encodes that the signed interpretation of a
bit-vector v is greater to equal to its lower bound ((v,)) in the interval domain.

2. Let v(T',T') denote a formula that holds if a given valuation of T” entails a
given valuation of T'. For instance, v({z}, {y}) defined as v({v}}, {v},}) =
{(vp.) < {(vy) encodes that (vp)) < (v')) entails (v} ,)) < (v").

To construct the overall quantified specification, we first introduce fresh bit-vectors
T;, and T, that are used to express symbolic constraints over inputs V5, and

outputs Vout, respectively. These bit-vectors are used to encode the source domain

D, and the target domain D in the resulting transformer D; ﬂ) Ds. There

is no need to require D; and D> to be identical. For intervals, e.g., we have
Tin = {vg,vy | v € Vin} and Toue = {v),v), | v' € Voue}. We also introduce a
fresh set T'oyt « of bit-vectors that is identical to Tyt except for naming. To avoid
accidental coupling, we require all sets of bit-vectors introduced so far to be disjoint.
Then, we put:

vVvin UVout : (U(Vina Tin) A 90) = U(Vouta Tout) A
vVvin U Vout : vT’out,* : (U(Vina Tin) A (P) = U(Vouty Tout,*)) = V(Touta Tout,*)

Eliminating quantifiers from this formula gives a logical formula v drawn from
P(©(Tin UTout)). The resulting quantifier-free formula ¢ can thus be abstracted
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5.2 Characterizing Linear Templates using Quantification

using the appropriate abstraction procedure from Chap. 4. For example, aZ}‘F"UT°“t(w)
can be used to derive a conjunction of affine equalities that describes the relation
between symbolic constraints T'jn U Toyt-

Deriving Guards using Quantification

Observe that the problem of deriving guards on the inputs can be specified as an in-
stance of the above formulation by simply replacing o(Vout, Tout) and o(Vout, Tout )
by true, respectively. Overall, this yields a simpler formula:

VVinUVou : (U(Vina Tin) A 90) A
v‘/vin U Vout : v,I’in,* : (U(Vinv Tin,*) A SD) = V(Tim Tin,*)

Quantified variables are then eliminated from the above formula, yielding a quantifier-
free formula ¢ € p(p(T'n)), which can directly be passed to solver. From the model
provided for the solver, one can then directly read off the valuations for the template
constraints (e.g., the upper bounds d; for octagonal guards).

Reprise and Reflection

Quantifier-based characterizations for automatic abstraction were proposed by
Monniaux [167, 169] in the setting of piecewise linear functions. Structurally, the
quantifier-based construction presented here follows the same lines, with correctness
arguments carrying over, too. The key difference of our technique compared to the
work of Monniaux is that his base semantics consists of piecewise linear functions;
he thus applies quantifier elimination directly on a piecewise linear specification of
the semantics of a block. By way of contrast, we perform quantifier elimination
directly on the (concrete) Boolean specification, a step which can then be followed
by abstraction. As shown in Chap. 2, universal as well as quantifier elimination
for Boolean formulae in CNF can easily be implemented, which contrasts with
complicated and highly involved procedures for integer linear arithmetic. However,
this simplicity comes at a cost:

e The complexity of quantifier elimination for linear systems typically explodes
with the number of variables and constraints in a system [148], even more so
if variables are discrete.

e Tractability of existential quantification for propositional Boolean formulae
heavily depends on the number of Boolean variables and constraints. With
increasing lengths of bit-vectors, the complexity of projection thus increases,
too. Quantification-based automatic abstraction from Boolean formulae thus
becomes intractable if architectures with large bit-widths are analyzed.

125



5 Transformers for Template Constraints

Table 5.1: Intermediate results for inferring exact affine transformers for octagons

m; 1 1 1 0 0 1 0 1 1 2
my 8 3 3 -1 -1 ) -2 2 0 10
m3 22 8 7 0 1 13 3 4 0 26
my 4 0 3 2 3 1 6 3 6

In the light of the complexity of projection for large bit-vectors, it is unsurprising
that we have not been able to compute abstractions for 32-bit architectures in a
reasonable amount of time for any except the smallest benchmarks. We will further
elaborate on scalability in Chap. 5.5.

5.3 Interleaved Abstraction and Refinement

To derive more precise affine updates, we interleave affine abstraction with constraint
inference. In this section, we discuss techniques for affine and polynomial updates
on octagons as well as affine updates on arithmetical congruences.

5.3.1 Optimal Affine Updates on Octagons

To illustrate this technique by means of an example, let ¢ denote the propositional
encoding for ADD RO R1; LSL RO where again ADD and LSL operate in regular modes.
Consider the inequality (r0’)) < d} in the output octagon and, in particular, the
problem of discovering an affine description of d} using the symbolic constants
di,...,dg of the input octagon, as detailed previously.

Worked Example

We proceed by introducing sign-extended bit vectors di,...,ds to represent the
symbolic constants di, ..., dg of the input octagon. Further, let k denote a Boolean
formula that holds iff the eight inequalities (70)) < (d1)), ..., (r0)) — (r1)) < ((ds))
simultaneously hold. Furthermore, let 1 denote a formula that encodes the equality
(r0") = (d) where d) is a signed bit-vector representing dj. Presenting the
compound formula £ A ¢ A 1 to a SAT solver produces a model

my={ (di)) =1, {di)=1 ....(ds)=1 1}
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that is fully detailed in Tab. 5.1. The assignment ((d})) = 1 does not necessarily repre-
sent the maximum value of ((d})) for the partial assignment (d1)) =1,..., {(dg)) = 1.
Let ¢; thus denote a formula that holds iff {(d;)) =1,...,{(dg)) =1 all hold. Then,
dichotomic search can be applied to find the maximal value of ((d})) subject to
kA @ AnAC. This gives (d})) =2 and a model:

mll = {<<d,1>> =2, <<d1>> =1,..., <<d8>> = 1}

An affine summary of all such maximal models can be found by interleaving range
refinement with affine join U,g. Thus suppose the matrix My is constructed from

m) by using the variable ordering (d},d1,...,ds) on columns:
1 0 0 0 0O OO0 0 0]2]
01 00 0 O0O0OTO0OTO|1
001 00 0 O0O0OTUO0O]|1
0001 00 O0O0O0|0
M;=10 00 01 000 0|0
0O 00 0O O0OT1TO0O0O0]|1
000 0OO0OO0OT1O0TO0]|O0
000 0OO0OO0OO0OT1TO0]|1
0 00000 0 0 1]1]

The method proceeds in an analogous fashion to a:/f} by constructing a formula u
that holds iff ((dg)) # 1 holds, thereby violating the last row of M;j. Solving the
formula k A @ An A i gives the model my detailed in Tab. 5.1. The model my itself
defines a formula (2 that is equivalent to the conjunction of {(d1)) =3, ..., (ds)) = 0.
Maximizing (d})) subject to Kk A AnA (e gives ((d})) = 10, which defines the model

m/2 = {«d/l» = 10, <<d1>> =3,..., <<d8>> = 0}

and My, which in turn yields the join M L, My as follows:

10 0 0 0 -2 00 010
01 -10 0 0 O0O0O0O|O
M;uM;= |00 0 1 -2 0 0 0 010
00 0 0 0 0 1 2 0|2
00 0 0 0 0 O01T1]1

Repeating this process two more times then gives:

my = {{dy)) =26, {d)) =38,..., {ds)) =0}
m); = {(dy) =6,(d1)) =0,...,(ds)) =3}
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10 0 0 0 -2 0 0 O0]O0
M Uypr Mo Uy Mz = ]

01 -1 1 -1 0 0O0O0]0
My U Mo Uyee Mg Uy My = [1 00 0O0 -2 00 0‘0]

Then, M LMy LIMj3 LM, expresses the relationship (d})) = 2- (d5)). In summary,
each iteration k£ of the algorithm involves the following steps:

1. Find a model of kK A @ An A i where u ensures that the model is not already
summarized by I_Ii:llMi.

2. Maximize (d})) whilst keeping (d1)), ..., (dg)) fixed.
3. Join the resulting model with I_Ifz_llMi to give I_IleMi.

To verify that (d})) = 2- ((d5)) is a fixed point, unlike before, it is not sufficient
to impose the disequality (d})) # 2 - ((ds)) and check for unsatisfiability. This is
because ((d})) is defined through maximization, rather than equality. Instead, the
check amounts to testing whether x A ¢ A n is unsatisfiable when combined with
a formula encoding ((d})) > 2 - ((ds5)). Note that if {(d})) > 2 ((ds5)) holds, then it
follows that (d})) # 2 - ((ds)) holds. Since the combined system is unsatisfiable, we

conclude that the update includes d} = 2 - ds. The complete affine update consists
of:

dll = 2-dj d/5 = 2-ds+dy
dIQ = dy dlﬁ = 2-dg+dy
d, = 2-dg d: = 2-dg+dy
dil = dy dé = 2-ds+dy

This result is superior to that computed in Ex. 5.3. To illustrate, consider again an
input defined by 0 < (r0)) <4, 0 < {(r1)) <1 and {(r0)) + ((r1)) <4, hence:

di=4 dy=1 d3=0 dy=0 ds=4

Applying the computed transformer to derive d on output gives df =2-4+1=09.
Hence, we have ((r0')) + ((r1’)) < 9, whereas the previously discussed technique
based on applying the § map from Def. 5.1 yields (r0)) + (r1’)) < 11.

Correctness and Optimality

Indeed, these symbolic update operations are optimal in the sense that if a symbolic
output constant d} is equal to a linear function of the symbolic input constants
di,...,ds, then that function will be derived. In the discussion of Miné [166, Fig. 27,
this technique might thus be classified as exact. The following theorem confirms this
intuition. For ease of presentation, the result states the exactitude of the update on
the constant d}. Analogous results hold for updates on dj, . .., dg.
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Theorem 5.1. Suppose an octagonal update of the form M € Q%! is derived such
that M - (dy,dy, .. .,ds,—1)T = 0. Moreover, suppose that:

e For all values of (r0)) and {(r1)) such that (r0)) < di, ..., (r0)) — (r1)) <dg
and ¢ hold, it follows that {(r0") <c+cy-di + ...+ cs - dg holds.

e For all values of (r0)), (rl)), there exists a value of {(r0") such that (r0) < dj,
., ((r0)) — (r1)) < dg, ¢ and (r0") =c+cy-di + ...+ cg - dg hold.

Then, M - (d},d,...,ds,—1)T =0 entails d} =c+c1-di + ...+ cs - dg

Proof. Suppose that M is derived by M = M; U Moy U ... L Mg. Further, suppose
M, is constructed from the model m; = {d} = v},d; = v1,...,dg = vs} where
the value v is maximal. Yet, m; is derived from a formula that encodes the
equality (r0)) = ((d})) where d] is a signed bit-vector representing d}. Since v} is
maximal, it follows that the value of ((r0’)) is maximal, too. Hence, it follows that
(d) = V) ANAS_,(d; = v;) implies d} = c+c1-dy +...+cg-dg by the two assumptions.
Therefore, My - (dy,ds, ...,ds,—1)T =0 entails d} =c+c1-dy + ...+ cg - dg since
M; = [I | (v},v1,...,v8)T], where I € Q%*Y denotes the identity matrix. Likewise,
M; - (d},dy,...,dg,—1)T =0 implies d; =c+cy-di +...+cg-dg forall 1 <i <k.
The result follows since M is the least upper bound of My, Mo, ..., My, whereas
di =c+c1-di+ ...+ cg - dg is an upper bound. O

Suppose M describes a symbolic bound d’ of an output octagon as a linear combina-
tion of symbolic inputs dy, . .., d. Since affine equalities over d’, d1, ..., d} constitute
an ascending chain over k + 1 variables, M is derived in at most k + 2 iterations
of affine abstraction (cp. Cor. 4.4). In each iteration, maximization is performed,
which requires w’ calls to a SAT solver, where w’ = w + 2 (cp. Cor. 4.2). Hence,
deriving an optimal affine description of d’ using dy, ..., dy requires (k +2) - w’ calls
to a SAT solver in the worst case.

5.3.2 Inferring Polynomial Equalities for Octagons

The minimization and maximization terms that arise during the evaluation of interval
terms suggest a tactic for lifting polynomial updates to octagons. To illustrate
with the update from Ex. 4.13, our construction proceeds by introducing a set
S = {dy - ds,d; - dg,ds - d5,ds - dg} of monomials over the symbolic bounds of an
octagon over r0, r1l, and r2. We then introduce two auxiliary variables p; and po
specified as:

p1 = max{s€SUZ} py = min{seSUZ}
Here, Z is as defined in Def. 5.4. The goal of the analysis is then to infer an equality

d; = E}il)\i'di+P1'81+P2'82+c
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5 Transformers for Template Constraints

to specify each symbolic output d; as an affine combination of the inputs d; and the
non-linear terms s; and sy. By interleaving the affine join over {d}, dy, ..., ds, s1,s2}
with maximization as before, we obtain such an update. In this case, we compute
the following transfer function:

(ro) < di ) (ro") < dat s
(r1) < da (r1) < d
(r2) < ds (r2") < ds
—(ro) < dy —(ro") < ds+s2
—(r1) < ds —(r1") < ds
—(r2) < ds —(r2") < ds
(ro) +(r1) < dr (ro") + (r1") < dyts1+dp
—(ro) = (r1) < ds —(ro") = (1) < ds+s2+ds
—(ro) + (r1)) < do o) 0 +(rl) < ds+ syt dy
(ro) —(r1) < dio (ro") —(r1") < dats1+ds
(ro) +(r2) < dun (ro") + (r2") < dy+s1+dy
—(ro) — (r2) < di —(ro") = (r2") < ds+s2+ds
—({(ro) + (r2)) < di3 —((r0") + (r2") < ds+ s2+ds
(ro) —(r2) < du (ro") —(r2") < dots1+ds
(ri) +(r2) < dis (r1) + (r2") < dis
—(r1) = (r2) < di —((r1") = (r2') < dug
—(r1) +(r2) < di —(r1") + (r2") < dir
(r1) = (r2) < dis ) (r1) — (r2") < dig

Thus, for example, if the octagon on input describes a cube that is offset from the
origin, namely, d; = dy = d3 = 3 and d4 = d5 = dg = —2, then the bound on ((r0")),
denoted df, is calculated by:

di = dy+s = 3+max{3-3,3-(=2),(-2)-3,(—=2)-—2} = 12

Compared to the lifting technique in Chap. 5.1.4, the output is in general superior.
This is because the derived transformer uses monomials over arbitrary symbolic
constants d; on input, rather than merely the range constraints, though this is not
the case in the above example.

5.3.3 Optimal Affine Updates on Arithmetical Congruences

Thus far, the domain of arithmetical congruences was only touched in Chap. 4.2.4.
There, we have presented a procedure a;{cong(gp) that computes characterizations
of the form (v) =, ¢ for all bit-vectors v € V. A related question in the context

of transfer function synthesis is thus how affine or polynomial updates can be
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inferred for symbolic representations of arithmetical congruences. Specifically, we
face the following question: Given symbolic representations (v;) =, ¢; for all
inputs v; € Vi,, how can the parameters m’ and ¢’ of an arithmetical congruence
(v') =,  of an output bit-vector v/ € Vo, be characterized as an affine (or
polynomial) formula over my,c1,...,my,c,?

Affine Relations over Arithmetical Congruences

To illustrate the algorithm, assume an 8-bit instruction NOT RO in regular mode,
which computes the bit-wise negation of RO and stores the result in RO. The semantics
of NOT RO is represented by a formula ¢ € p(p(Vin U Vou)) with Vi, = {r0}
and Vo, = {r0'}. We introduce bit-vectors myo, ¢ro, Mo, and c.o.. Let k
encode the requirement that the arithmetical congruences (r0) =,,,, (cro) and
(r0') =, ,, (cror) simultaneously hold. Computing an affine equality that describes
m,.q is then straightforward, as this iteration amounts to representing the values of
My, My, and cpg as a matrix and then iteratively computing the affine hull, as
before. The iteration eventually stabilizes with (m,.q/) = 255 — (m,.q). Applying the
same strategy to (cro) yields (¢,o0) = (cro). We thus obtain the overall transformer
(r0’) =255—(m,0) (Cro), which is the optimal result.

Probabilistic Affine Equalities for Arithmetical Congruences

Unfortunately, computing descriptive results for the displacement (cyo) is not always
as easy. For example, a transformer for ADD RO R1 in regular mode involves the
computation of the greatest common divisor of the displacements of the congruences
that describe RO and R1. If (r0) =, o) (cro) and (rl) =,y (cr1) on input, then:

(r0)  =(m,o)+imm)  8d({cro), (cr1))

The difficult part in deriving such a relation is to formalize gcd({cyo), (cr1)) Within
the SAT instance. Since gcd(a,b) can be computed in O(In(b)), the term ged(a,b)
can be encoded in SAT by unrolling the extended Euclidean algorithm. However, it
is also possible to sidestep this problem using a simple trick, although at the cost
of soundness. Since a generic transformer is parametric in the modulus, we can
define certain, concrete values of (mo) and (m,1), e.g., (M) = 8 and (m,q1) = 11,
which entails 0 < (cp0) < 8 and 0 < (¢p1) < 11. To do so, we define:

((mro) =8) A ((my1) =11) A
po= 9 ((mpo)=8) A ((myp1) =11) A
(<CT0> < 8) A (<Cr1> < 11)

Based on these values encoded in u, we introduce symbolic variables that represent
commonly occurring expressions such as gcd({co), (¢r1)) and lcm({cy0),{cr1))
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Figure 5.2: Octagon describing an assignment y = x div 2 subject to —4 < x <4

drawn from a set of templates. In this example, we stick to gcd({cro0), (cr1)). The
solutions of gcd({cro0), (¢r1)) are then simply enumerated as part of the propositional
formula. Let v denote the valuations of the symbolic expression p = gcd({cy0), (¢r1))
for ({cro) < 8) A ({¢r1) < 11). Then, computing the affine hull of

{mTO) Cro, M1, Cr1, Myq/, CrO’ap}

subject to ¢ A A v gives (r0') =iy, o)+ (m,) 8¢d((cro), (cr1)) as desired. Of course,
this transformer may be valid only for the case that (my¢) = 8 and (m,1) = 11.
However, we can increase the probability of (and confidence in) correctness of
the abstraction by repeatedly applying the method for different coprime values
of (myo) and (m,1). In our implementation, the analysis is performed with 16
different valuations of the input moduli. We have never observed a faulty abstraction
using this strategy. The method thus dovetails with the key idea behind random
interpretation [123, 124], which is based on iterative simulation of programs to
guarantee affine invariants that hold with high probability.

5.4 Affine Transformers for Non-Affine Relations

Octagonal constraints exhibit restricted capabilities for extracting affine transformers
for range analysis of non-linear programs. Indeed, inequalities of the form +{(v;)) £
(v;)) < d can be turned into a transformer that over-approximates the ranges of
either ((v;)) or (v;)). As an example, consider y = x div 2 subject to the additional
constraints —4 < x < 4. The optimal abstraction using octagons, which defines

(<4 <x <4 (2<y<2? (-2<x-y <2
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is given in Fig. 5.2 (the redundant constraints for x +y and —x — y have been
omitted). From the third constraint, we obtain inequalities y < x+2 and y > x — 2,
which can be used to express ranges on y. If x/, x,, y,, and y,, denote the extremal
values of x and y, respectively, the octagon defines an over-approximate update for
interval analysis:

Vo = X¢—2 Yy = Xy+2

Observe that a conjunction of two-variables-per-inequality (TVPI) constraints [224,
225], which again forms a convex shape, would compute a better description of the
same set of solutions. The TVPI abstraction consists of the following six inequalities:

y < x+2 y = %-ng
y < gxt5 | A |y 2 5x—3
y < 3-x+3 y > x-—2

Indeed, the system of TVPI constraints does not contain any spurious integral
solutions to the assignment y = x div 2, which compares favorably against the
octagonal system. We generate the following transformers for interval analysis from
the TVPI abstraction, applying the lifting techniques introduced before:

Ye = (max{%'Xf—%,%'xg—%,}cg—2}]
v = bminfo+ 23 %t b xt 3

For inputs x, = 0 and %, = 1, the TVPI abstraction thus induces the output:

x, = [max{2.0-21.0-%0-2}] = 0
By way of comparison, the octagon defines y, = —2 and y,, = 2, which is, of course,

non-optimal. The remainder of this section studies how to transform abstractions
in terms of convex polyhedra into updates on intervals and octagons. Of course, the
domain of convex polyhedra subsumes the TVPI domain employed in the example.

5.4.1 From Convex Polyhedra to Intervals

We assume that ¢ € p(p(V')) encodes the semantics of a block. Further, let Vi, CV
and Vo, € V such that Vi, N Vo = 0 denote the bit-vectors on entry and exit
of the respective block. Then, we compute a(‘:f,‘gy {vl}(go) for each v’ € V oy, which
yields a convex polyhedron ¢, over Vi, U {v'}. We can straightforwardly transform

each inequality so that ¢, takes the following shape:

A (02 Soev, dui- o) i) A
Amsr ((0) € Soevy, Aws - (0) + ;)
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Then, the first m; inequalities characterize lower upper bounds on ((v")), followed
by ms inequalities that describe upper bounds. It is thus safe to deduce

() < Zev, doi- (Ut (W) < ey, Mos- (v) +e

forall 1 <¢<mjand m; +1 < j < my+ msg. From monotonicity of ZveVin Avi
(v) +ciand 3 oy Avj - () + ¢j, respectively, we deduce that lifting affine
characterizations in ¢, to intervals becomes applicable (cp. Chap. 5.1.1). By
applying Prop. 5.1, which we combine with floor and ceil operators to give integral
results, we obtain:

(v = [max{d ey, Avi- B(=Avis (V) +ci | 1 <i<ma}]
W)= min{d ey, A - B (O) +¢j [ +1 <G <my+ma}]

It is thus possible to derive an almost affine update — one that involves minimiza-
tion and maximization during evaluation — for intervals directly from polyhedral
abstractions of ¢, without loss in precision.

5.4.2 From Convex Polyhedra to Octagons

When we discussed lifting of affine equalities to octagons in Chap. 5.1.2, we have
transformed the unary constraints of an input octagon to characterize the output,
thereby inducing a loss in precision. It is possible to derive octagonal transformers

from polyhedral abstractions using this strategy, too. Suppose that aX)iRtJ {vl}(cp)

and ey {vé}(go) for v}, v}, € Voue yield polyhedral descriptions of (v})) and (v5)),
respectively. For unary constraints (such as ((v})) < d}), we apply the strategy for
intervals, which gives an update on d) that involves minimization and maximization.
For the more involved case of binary constraints of the form A - (v])) + X2 (v})) < &,

we proceed as follows: put d' = A1 - 71 + Ao - 7o where 7; is defined as:

o lower bound of (v}) : A\ =-—1
o= upper bound of (vi) : A =1

This transformation solely uses interval updates. We thus obtain binary output
constraints using combinations of the inputs, though at the cost of precision.

5.4.3 Interleaving Polyhedral Abstraction and Maximization

Yet, it is also possible to interleave octagonal abstraction with polyhedral abstraction,
thereby extending the technique in Chap. 5.3. The express aim of this technique is
to derive a convex polyhedron that describes the constants d; of an octagon by a con-
junction of linear inequalities that involve the constants d; on input. Asin Chap. 5.3,
we proceed by introducing sign-extended bit vectors dy,...,dg to represent the
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symbolic constants di, ..., dg of the input octagon. Further, let k denote a Boolean
formula that holds iff the eight inequalities (r0) < (d1)),..., (r0)) — (r1)) < ((ds))
simultaneously hold; likewise, let 1 encode the equality (r0") = (d})) where d] is a
signed bit-vector representing dj. In essence, the algorithm performs each of the
following steps in each iteration k:

1. Find a model mg of K A ¢ A A u where u ensures that m is not already

. 9 9
summarized by o (c1)Ucony - - - Lconv 0%, (Cr—1). As before, o (c) denotes

an operation that converts a point ¢ € Z? into a convex polyhedron.

2. Maximize ((d})) whilst keeping ((d1)) = m(d;), ..., {(ds)) = m(dg) fixed, which
gives d ;, € Z.

3. Join (d} ,, m(dy), m(ds)) with aZ,(c1) Ucony - - - Leony @Zn, (Ck—1)-

Upon termination, the convex polyhedron o (c1) Ucony - - - Ueony &% (c) over-
approximates d} in the sense that d} is characterized by a conjunction of linear
inequalities over di,...,ds. As in Chap. 5.3, the technique can repeatedly be applied
to characterize db, ..., dg, too.

5.5 Experiments

As in Chap. 4.4, we report on experimental results that we have obtained using a
prototype implementation written in C++ on top of Z3.

5.5.1 Lifting and Transformation

The computational cost of lifting affine or polynomial constraints to intervals and

. .. o, Aff Pol
octagon, i.e., rewriting equalities Vi, — Vi and Vi, = Vout as

Poly

Aff
Aff Int — V Pol Int —= Int
Vin — Vour ~ Aff out Vin ﬂ* Vour ~ Poly
Oct — Oct Oct —= Oct

is negligible. The runtimes for each block are identical to those required for
computing ae(p) and oz;/dy(gp), which we have presented in Chap. 4.4.6 and
Chap. 4.4.7. Likewise, the overhead of transforming polyhedra into updates on
intervals (cp. Chap. 5.4.1) and octagons (cp. Chap. 5.4.2) is insignificant: The
overall runtime is essentially that required for computing oY, (¢). Therefore, we

conv
omit these numbers and refer the reader to Chap. 4.4.4.
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Table 5.2: Transfer function synthesis using quantification

block | #instr. | Dy | Dy || #bits | time |

ABS 5 Int | Int 382 Oof
INC 1 Int | Int 382 105.28
INC&ASR 2 Int | Int 382 108?3
SWAP 3 Int | Int 382 8;

5.5.2 Quantification

Table 5.2 presents experimental results for the application of the quantifier-based
approach discussed in Chap. 5.2 to several blocks. In the table, the symbol oo
indicates a timeout, which is set to 30 seconds. The result that was computed is a

transformer of type Int Bool 1nt for registers of width 8 and 32, respectively. Our
experiences indicate that applying the quantifier-based approach to 8-bit registers is
tractable. Yet, a slight increase in the bit-width can already entail intractability.
We have not been able to obtain results for any except the simplest arithmetic
operations (e.g., INC) for the 32-bit case in a reasonable amount of time. The block
SWAP is interesting since it consists of three consecutive exclusive-or operations, for
which there is no coupling between the different bits of the same register. This
property makes it ideal for the quantifier-based approach, as quantifier elimination
yields a very simple Boolean output formula. On average, however, approaches
based on dichotomic search clearly outperform the quantifier-based approach.

5.5.3 Interleaved Abstraction

Comparing interleaved abstraction for octagons to the quantifier-based method, the
former has predictable cost as the number of iterations required to converge onto an
abstraction is linear in the number of octagonal constraints. To characterize a single
output constraint £((v})) + (v") < d’, it is necessary to compute an ascending affine
chain over d’ and the symbolic bounds on input. Each iteration of the abstraction
then involves maximization, which has predictable cost, too. Table 5.3 presents
figures for several blocks (cp. Tab. 4.2) for all feasible mode combinations.

For the operation ADD RO R1, e.g., an affine abstraction is computed that pre-
scribes how an octagon over RO and R1 on input is transformed into an octagon over
the same variables on output. Thus, for 8 symbolic outputs, an affine equality is
computed, which is interleaved with dichotomic search. Clearly, dichotomic search

136



5.6 Related Work

Table 5.3: Interleaved abstraction using octagons and affine equalities

| block | #instr. | #bits | time || block | #instr. | #bits | time |

8 2.10 8 1.48
ABS ) 16 5.35 ADD&ASR 2 16 3.80
32 11.39 32 7.97
8 1.42 8 1.20
ADD 1 16 3.71 SWAP 3 16 2.94
32 8.03 32 5.88

has a strong impact on the overall runtime. Doubling the bit-width roughly doubles
the runtime, which can be explained by twice the number of iterations required for
dichotomic search. This effect suggests to apply extrapolation to this problem, too.
Then, a candidate d] = Z?Zl Ai - d; + ¢ for an affine transformer for octagons over,
say, 32-bit registers is derived from abstractions over short bit-vectors. Analyzing
short bit-vectors entails a small number of iterations for dichotomic search, and thus,
shorter runtimes. Checking soundness then amounts to testing d > Z?:l Ai-di+c
for unsatisfiability. Overall, we have derived octagonal transformers for registers of
width 32 and 64 using this approach within less than 2 seconds for each basic block
from Tab. 4.2.

5.6 Related Work

The problem of designing transfer functions for numeric or symbolic domains is as old
as the field of abstract interpretation itself [77]. Even the technique of using primed
and unprimed variables to capture and abstract the semantics of program statements
and functions dates back to the thesis work of Halbwachs [127]. Ideally, the abstract
operations should compute abstractions that are as descriptive as possible, although
there is usually interplay with accuracy and complexity (cp. [186]). However, even for
a fixed abstract domain and a concrete program statement, there are typically many
ways of designing and implementing transfer functions. Cousot and Halbwachs [82,
Sect. 4.2.1], for example, discussed several ways to realize a transfer function
for assignments such as x = y - z in the domain of convex polyhedra. Likewise,
abstracting integer division x = y/z (cp. Fig. 5.2) is an interesting study within
itself [219]. The complexity of designing transfer functions of course depends not
only on the concrete program statements, but also on the structure and complexity of
the respective abstract domain. Examples of domains that necessitate sophisticated
(and complex) abstract transformers include linear congruences, the difficulty of
which was lamented by Granger [115], but also symbolic cache abstractions [117].
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5.6.1 Generation of Symbolic Best Transformers

From the lamentation of Granger [115], however, it took more than a decade until
it was observed that symbolic best transformers can always be found for abstract
domains of finite height [197], provided one is prepared to pay the cost of repeatedly
calling a decision procedure to evaluate a transformer at runtime. This strategy
differs from our work. By way of contrast, our work aspires to evaluate transfer
functions without a complicated decision procedure by computing it offline so as
to both simplify and speedup their evaluation. Contemporaneously to Reps et
al. [197], it was observed that best transformers for intervals can be computed
using BDDs [186]. The authors observed that if g : [0,28 — 1] — [0,2% — 1] is
a unary operation on an unsigned byte, then its best transformer f : D — D
on D = LingU{[l,u] | 0 <1 < u < 2% —1} can be defined through interval
subdivision. If ¢ = u, then f([¢,u]) = g(I); otherwise, if ¢ < u, then f([¢,u]) =
F([¢,m — 1] Uine f([m,u]) where m = [u/2"] - 2™ and n = [logy(u — 1+ 1)]. Binary
operations can likewise be decomposed. The 8-bit inputs ¢ and u can be represented
as 8-bit vectors, as can the 8-bit outputs, so as to represent f with a BDD. This
permits caching to be applied, which reduces the time needed to compute a best
transformer to approximately one day for each 8-bit operation. The approach does
not scale to wider words nor to basic blocks.

Automatic abstraction has only recently become a practical proposition, due to
the emergence of robust decision procedures and efficient quantifier elimination
techniques. Our own work (cp. Chap. 5.2 and [31]) shows how bit-blasting and
quantifier elimination can be applied to synthesize best transformers for bit-vectors.
This work was inspired by that of Monniaux [167, 169] on automatic abstraction of
piecewise linear programs, who showed that if the concrete operations are specified
as piecewise linear systems, then it is possible to derive transfer functions for blocks.
The key differences between our own work on quantifier-based abstraction and that
of Monniaux were recently summarized by Thakur and Reps [228, Sect. 7]:

“Whereas Monniaux’s method performs abstraction and then quantifier
elimination, Brauer and King’s method performs quantifier elimination
on the concrete specification and then abstraction.”

Further, although his technique is applicable to general linear template constraints,
and thus extends beyond octagons, it is unclear how to express some operations
(such as bit-wise logical-and) in terms of linear constraints. Universal quantification
also appears in other work on inferring linear template constraints [125]. There, the
authors apply Farkas’ lemma to transform universal quantification into existential
quantification, albeit at the cost of completeness, since Farkas’ lemma prevents
integral reasoning. Crucially, neither Monniaux [167] nor Gulwani et al. [125] provide
a way to model integer overflow and underflow.
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Thakur and Reps [228, 229] have recently presented an algorithm to compute
symbolic best transformers using an adoption of Stalmarck’s method [216]. The
key idea of their algorithm is to incrementally find semantic reductions [78] so as
to converge onto a best abstraction from above. To illustrate, suppose a concrete
domain C and an abstract domain D are related through a Galois connection
(C,v,a, D) and a formula ¢ describes a concrete value ¢ € C. An abstract value
d' € D is a semantic reduction of d € D with respect to ¢ iff (i) v(d') Ny = ~(d) N,
and (ii) d’' C d. The key idea of Thakur and Reps is now to improve the propagation
rules in Stalmarck’s method to incrementally find a semantic reduction d’ of d. This
approach is not dissimilar to our work on refining abstractions for octagons and other
classes of linear inequalities using incremental SAT/SMT solving (cp. Chap. 4.2.1).
However, our algorithms for affine and polynomial abstractions proceed diametrically
opposed, by systematically converging onto the least sound abstraction from below.

The question of how to construct a best abstract transformer has also been
considered in the context of Markov decision processes (MDPs), for which the first
abstract interpretation framework has recently been developed by Wachter and
Zhang [238]. The framework affords the calculation of both lower and upper bounds
on reachability probabilities, and focuses on predicate abstraction, which has had
some success with large MDPs. Given a fixed set of predicates, Wachter and Zhang
seek to answer the question of what is the most precise abstract program that still
is a correct abstraction. More generally, the work illustrates that the question of
how to compute abstract transformers is pertinent even in the probabilistic setting.

5.6.2 Modular Arithmetic

The classical approach to handling overflows is to follow the application of a transfer
function with overflow and underflow checks. Variables are then considered to be
unbounded for the purpose of applying the transformer, but then their sizes are
considered and, if necessary, range adjustments are applied to model wrapping. This
approach has, among other tools, been implemented in ASTREE [83-85]. However,
even though this method appears attractive for the analysis of high-level languages
and assembly languages with large registers, it is infeasible for small embedded
systems devices, where wraps are used by intention. In this context, Bygde et al. [54]
have shown that for convex polyhedra it is also possible to revise the concretization
map to reflect truncation, building upon the work of Simon and King [223]. Both
techniques allow to eliminate range tests from most abstract operations.

Another strategy to modeling machine arithmetic is to deploy congruence rela-
tionships [39, 114-116, 144, 145, 171, 172, 213] where the modulo is a power of two
so as to reflect wrapping within the abstract domain itself (the domain of linear
congruences is also known as the grids domain [5]). This approach can be applied to
find both, relationships between different words [171, 172] and the bits that consti-
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tute words [39, 144, 145].3 We have also combined bit-level abstractions with range
analysis [39], and so have Codish et al. [71], but neither of these works addresses
the problem of relational abstraction or transfer function synthesis. Unfortunately,
no meaningful notion of inequality has been found for congruence relations [172,
Sect. 7], unlike for linear ones, which necessitates techniques akin to case-splitting.
For example, modular arithmetic can be modeled with case-splitting by introducing
a propositional variable that acts as a witness to an overflow. To illustrate, consider
the 8-bit comparison x + 100 < 10 [148, Sect. 6.4]. To model overflow, a witness
p < x+ 100 < 255 is defined, which is used to control case-selection. Selection
among different cases can, in turn, be realized through two constraints defined as
p = (x4 100 < 10) and (—p) = (x + 100 — 256 < 10). Case-based axiomatizations
can even be used to model underflows and rounding-to-zero in IEEE-754 floating
point arithmetic [167, Sect. 4.5]. These ideas are similar in spirit to decomposing a
basic block into its different modes, which are then protected by guards.

A structurally simpler domain is that of non-relational arithmetical congruences,
which has been introduced by Granger [114]. In his seminal work, Granger used
the notation k + m - Z to denote the set {k +m -z | z € Z}. We prefer a slightly
different, though equivalent, notation =, k. Intuitively, arithmetical congruences
offer a simple representation for strided value sets. Balakrishnan and Reps [9]
have combined this representation with intervals — a domain for which they have
coined the term strided intervals — which has shown useful in memory access
analysis [195] as it can express both, ranges and offsets. To illustrate, suppose three
consecutive 4-byte integers are indexed using an indirect read. Further, assume
that these values are located at addresses 1020, 1024, and 1028 in memory. Interval
analysis would infer a range [1020, 1028]; indirect reads for all 4-byte regions starting
at 1020, ...,1028 thus need to be simulated. A strided interval 4[1020, 1028], in
turn, can be seen as the reduced product of intervals with arithmetical congruences.
It expresses both, the range of indexed memory locations and the fact that only
addresses which are multiples of 4 are indeed accessed. By computing ai‘;t(w)
and a:{cong(gp), we could compute such a representation using our methods, too.
Bygde [53] has studied the application of arithmetical congruences to low-level
code analysis as well. Whereas Granger [114] provided transformers for standard
operations such as addition and multiplication over unbounded integers, Bygde [53,
Chap. 5] considered the case of bounded integers represented as bit-vectors and
defined transformers for bit-wise operations such as XOR. However, all transformers
were derived manually.

3The relative precision of these two approaches has been compared by Elder et al. [96], the result
being that both domains are incomparable.
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5.6.3 Polynomial Relations

The past decade has seen increasing interest in the derivation of polynomial invari-
ants, with techniques broadly falling into two classes: (i) methods that use algebraic
techniques to directly manipulate polynomials and (ii) methods that model polyno-
mial invariants in a linear setting. The work of Colén [73] is a representative of the
latter, for he shows how polynomial relations of bounded degree can be derived using
program transformations. Suppose a variable a is updated using the assignment
a = a + 1. First, an auxiliary variable s is introduced to represent the non-linear
term a?. The program is then extended by replacing the assignment ¢ = a 4+ 1 with
the parallel assignment (a,s) = (a+1,s+2-a+ 1), which reflects the effects of the
update of a on s. Linear invariants between a and s (and possibly other variables) in
the transformed program are then interpreted as polynomial invariants. The idea of
using non-linear terms as additional independent variables also arises in the approach
of Bagnara et al. [4], who use convex polyhedra to represent polynomial cones of
bounded degree, and thereby derive polynomial inequalities. To reduce the loss
of precision incurred by linearization, they introduce additional linear inequalities
which are included in the polyhedra to express non-linear constraints. The idea
of extending a vector of variables with non-linear terms also arises in the work of
Miiller-Olm and Seidl [170], who most notably consider the complexity of inferring
polynomial equalities up to a fixed degree. Miiller-Olm and Seidl represent an affine
relation using a set of vectors that generate the space through linear combination.
Extending this idea to polynomial relations, they introduce variables that represent
non-linear terms, which naturally leads to the notion of polynomial hull which is
not dissimilar to our closure algorithm presented in Chap. 4.2.6.

Quantifier elimination has been proposed as a technique for inferring polynomial
inequalities by Kapur [135]. In his approach, invariants are templates of polynomial
inequalities with undetermined coefficients. Deriving coefficients for the templates
amounts to applying quantifier elimination, which can be computed using a paramet-
ric (or comprehensive) Grobner basis construction [241]. This approach resonates
with the technique proposed by Monniaux [167, 169] for inferring loop invariants.
Grobner bases also arise in techniques for calculating invariants that are based on
fixed point calculation [201, 202], the main advantage of this approach being that
it does not assume any a priori bound on the degree of a polynomial. Polynomial
analysis has also been applied in the field of SAT-based termination analysis by
Fuhs et al. [101] using term rewriting [110, 233]. Although not strictly related to our
field, their work provides techniques for encoding polynomial equality and inequality
constraints in propositional Boolean logic. An easier-to-implement approach is to use
SMT solvers [148] for bit-vector theories. For example, Z3 [90] or BOOLECTOR [44])
provide built-in support for polynomial expressions over bit-vectors.
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5 Transformers for Template Constraints

5.6.4 Summary-based Program Analysis

Abstracting the effect of a procedure in a summary is a key problem in interpro-
cedural program analysis [215] since it enables the effect of a call on an abstract
state to be determined without repeatedly tracing the call. The challenge posed
by summaries is how they can be densely represented whilst supporting the func-
tion composition and function application. Gen/kill bit-vector problems [196] are
amenable to efficient representation, though for other problems, such as that of
tracking variable equalities [173], it is better not to tabular the effect of a call
directly. This is because if a transformer is distributive, then the lower adjoint of a
transformer uniquely determines the transformer and, perhaps surprisingly, the lower
adjoint can sometimes be represented more succinctly than the transformer itself.
Acceleration [112, 155, 156, 212] is attracting increasing interest as an alternative
way of computing a summary of a procedure, or more exactly the loops that it
contains. The idea is to track how program state changes on each loop iteration
so as to compute the trajectory of these changes (in a computation that is akin to
transitive closure) and hence derive, in a single step, a loop invariant that holds on
all iterations of the loop. A similar idea is found in loop leaping [15, 150, 151, 235].
The key idea in loop leaping, also colloquially referred to as loop frogging, is to
derive a loop summary, which is applied to abstract the loop.

Symbolic bounds, which are key to our transfer functions, also arise in a form of
bounds analysis [203] that aspires to infer ranges on pointer and array indices in
terms of the parameters of a procedure. Bounds on each program variable at each
program point are formulated as linear functions of the parameters of the function,
where the coefficients are themselves parametric. The analysis problem then amounts
to inferring values for these coefficients. By assuming variables to be non-negative,
inequalities between the symbolic bounds can be reduced to inequalities between
the parametric coefficients, thereby reducing the problem to linear programming.

5.7 Discussion

In summary, this chapter has discussed the problem of automatically computing
transformers, based on a multitude of algorithms to derive abstractions for intervals,
octagons, and arithmetical congruences as affine and polynomial equalities (which
sometimes involve minimization and maximization), and also as Boolean functions.
To structure the presentation, we have roughly categorized the techniques as lifting,
quantification, and interleaved abstraction, a summary of which is given in Tab. 5.4.
A commonality among all techniques discussed in this chapter is that they are
based on the abstraction mechanisms introduced in Chap. 4. It should be noted
that the estimated cost should be interpreted relative to cheap abstractions such as
aYee(); other methods (cp. Regehr and Reid [186]) require in excess of 24 hours per
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5.7 Discussion

Table 5.4: Overview of techniques to compute transformers presented in Chap. 5

Type Technique | Chap. | Precision Cost
Int 2% Int lifting 5.1.1 | rel. optimal low
Oct 2T, Oct lifting 5.1.2 medium low
Int 22 Int lifting 5.1.3 | rel. optimal low
Oct 2% Oct lifting 5.14 medium low
Dy Bool, Doy quantification 5.2 optimal (very) high
Oct 2%, Oct interleaved 5.3.1 optimal high
Oct %% Oct interleaved 5.3.2 optimal high
A-Cong Al A-Cong interleaved 5.3.3 probab. low
Int <™, Int non-affine 5.4.1 high high
Oct 2™, Oct non-affine 5.4.2 medium high
Oct =™, Oct interleaved 5.4.3 optimal (very) high

instruction, whereas our techniques generate transformers in the order of seconds.

Methods that lift a system of equalities to symbolic constraints are computationally
cheap, but suffer from imprecision for relational domains. This is because these
techniques, which have been presented in Chap. 5.1, merely exploit the syntactic
structure of the equalities on input. By way of contrast, quantification-based
transformers are very expensive since the key idea is to encode symbolic constraints
drawn from some template domain together with the concrete semantics of a block,
and then to apply quantifier elimination. The expense of quantifier elimination thus
limits the quantifier-based approach to automatic abstraction to registers with small
bit-widths. However, it is important to appreciate that this method yields a direct
bit-level description of symbolic constraints, and can thus represent any relation
imposed by a basic block. Further, there is no reason why extrapolation could not
as well be combined with quantifier-based abstraction so as to improve tractability.

The remaining techniques aim at finding a practical middle ground between exac-
titude and tractability. In particular, abstraction using octagons can be interleaved
with affine abstraction to describe the symbolic constants of an output octagon as
an affine combination of the symbolic inputs; for the affine case, we have presented
an optimality result. Polyhedral abstraction in general turns out useful if the basic
block exhibits non-linear relations. The output is then specified by a number of
linear inequalities so that minimization and maximization operators appear in the
transformer. As we have shown, polyhedra can also be applied to the derivation of
inequalities that limit symbolic constants of octagons.
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Model checking has the attractive property that, once a specification cannot be
verified, a trace illustrating a counterexample is returned, which can be inspected
by the end-user of a tool. This trace can then be replayed to identify and eliminate
the defect. Counterexample traces have thus been highlighted as invaluable for
fixing defects [63]. In contrast, abstract interpretation for asserting safety properties
(i.e., assertions) typically summarizes traces into abstract states, thereby trading
the ability to distinguish traces for computational tractability. Upon encountering
a violation of the specification, it is then unclear which trace led to the violation.
Moreover, since the abstract state is an over-approximation of the set of actually
reachable states, a warning about a property violation may be spurious, which
entails that a trace leading to an erroneous concrete state may not exist at all.

Spurious Warnings in Abstract Interpretation Given a safety property that can-
not be proved correct using abstract interpretation, a trace to the beginning of
the program would be similarly instructive to the tool user as in model checking.
However, obtaining such a trace is hard as this trace needs to be constructed by
going backwards step-by-step, starting at the property violation, until the entry of
the program is reached. One approach is to apply the abstract transfer functions
that were used in the forward analysis in reverse [198, 199]. However, these transfer
functions are over-approximate, which implies that counterexample traces computed
using this approach may be spurious, too. Yet, spurious warnings are the major
hindrance for the acceptance and applicability of many static analyses, except those
crafted for a specific application domain [83]. Bessey et al. [24, Sect. 1] have even
conjectured that unsound static analyses might be preferable over sound ones:

“Clirca 2000, unsoundness was controversial in the research community,
though it has since become almost a de facto tool bias for commercial
products and many research projects.”

Their key argument is that the number of false positives can be traded off against
missed bugs, thereby delivering tools that effectively find defects rather than prove
their absence, which may explain the commercial success of bug-hunting frameworks
compared to tools truly dedicated to verification.
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Inferring Definite Traces using Exact Transformers Rather than giving up on
soundness, we propose a practical technique to find legitimate traces that reveal
actual defects within the abstract interpretation framework, thereby turning sound
static analyses into practical bug-finding tools. Suppose that ¢ denotes the concrete
states of a program (in the collecting semantics) at a program location associated
with an assertion (an invariant) ¢p. With an abstraction d of ¢, a static analyzer
then emits a warning iff the intersection of —¢ and the concretization y(d) of d is
non-empty. The emitted warning, in turn, is spurious iff the intersection of —) and
¢ is empty. Yet, obtaining a proof that a warning is indeed a spurious one is difficult,
as this task can be seen as making abstract interpretations complete [105]. Our
approach is different. We use the results of an over-approximate forward analysis
to determine potential property violations. Then, starting from the error state, we
perform backward analysis based on complete transformers to build up a trace from
the violation of the property to the beginning of the program.

Completeness in Abstract Interpretation Completeness can be seen as the dual
of soundness. Given concrete domain (C,C¢) with a transformer g : C — C,
soundness of its abstract counterpart f : D — D entails that g is described by f.
Intuitively, soundness means that a loss in precision may occur in either of two ways:

e Given ¢ € C and its optimal abstraction d € D, we often have ¢ C¢ v(d).

e Given ¢ € C and its optimal abstraction d € D, the application of f may incur
a loss in precision. Thus, even if ¢ = y(d), g(c) Cc v(f(d)) may hold.

Completeness, in turn, entails that such a loss in precision does not occur. Since
monotone functions form a complete lattice, completeness of transformers can
likewise be characterized as a property relative to two abstract domains. Giacobazzi
et al. [108, Sect. 1] colloquially describe the situation as follows:

“While soundness is the basic requirement for any abstract interpretation,
completeness is instead an ideal and uncommon situation. In this case,
roughly speaking, the abstract semantics is able to take full advantage of
the power of the underlying abstract domain.”

In our work, the semantic specification consists of relations among finite bit-vectors,
which can be represented completely by lifting a numerical domain such as octagons
to its power-set [98, 106]. The more interesting problem is the efficient yet automatic
derivation of complete transformers for such power-set liftings, i.e., given ¢ € C' and
d € D such that ¢ = (d), derive f': D — D such that g(c) = v(f'(d)).
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6.1 Backward Analysis for Counterexamples

Complete Transformers Unfortunately, deriving complete transformers is not
easy, as one has to maintain completeness during abstraction. One approach for
reasoning about bit-vectors is to rest the analysis directly on the domain of Boolean
formulae as we have proposed in [35], which further squares with the fact that such
formulae form a Heyting domain, and thus support the computation of weakest
preconditions (recall Chap. 3.1.3). As an alternative, we propose to express complete
transformers as guarded updates and extend the abstractions introduced so far using
a technique akin to disjunctive completion. Although this may seem similar to the
problems and algorithms described in Chap. 4, the drive for completeness requires
techniques different from those that merely aspire to preserve soundness. The key
contribution of this chapter is an algorithm to compute such complete (or under-
approximate) transformers, which then allow us to automatically provide legitimate
counterexample traces or remove spurious warnings using abstract interpretation.

Outline In what follows, we briefly sketch the design of a backward analysis
that derives paths to the entry of a program in Chap. 6.1. Then, we provide a
worked example that explains the generation of complete abstractions in Chap. 6.2.
Afterwards, Chap. 6.3 studies the algorithm formally and provides correctness results.
This chapter then concludes with experimental results in Chap. 6.4, a survey of
related work in Chap. 6.5, and a discussion in Chap. 6.6.

6.1 Backward Analysis for Counterexamples

Deriving a counterexample merely amounts to the arduous task of unrolling a
program in reverse — starting from an erroneous state — so as to eventually
obtain a path that reaches the entry to the program. During backward analysis,
the states obtained can then be intersected with states computed using forward
abstract interpretation to guide the search [198, Sect. 2.4]. It is well-known that
finite paths form viable counterexamples for safety properties in LTL [63, p. 212],
and are thus sufficient to refute invariants. Such a path can simply be computed by
repeated application of backward transformers — a standard technique given that
such transformers are available — and computing the meet of states derived using
backward analysis with those generated using a preceding forward analysis. We
thus refrain from discussing the details here and refer the reader to [35, 198, 199].

For a backward analysis that aims to provide definitive counterexamples, complete
(or under-approximate) backward transformers are indeed the distinguished aspect
of our work: they allow static analyzers to compute weakest preconditions within
the abstract interpretation framework [108]. Weakest preconditions, in turn, can be
used to characterize spurious counterexamples (cp. [105]). The remainder of this
chapter thus focusses on the computation of complete transformers.
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6.2 Worked Example

The ethos of our strategy for computing complete (or under-approximate) trans-
formers is to generate guards and updates in parallel. Guards serve to describe
ranges of variables, whereas the update prescribes how an input (resp. output) of a
block is transformed into an output (resp. input for backward analysis). Abstraction
is then applied and interleaved with a check for completeness of the intermediate
result. If complete, the intermediate result forms part of the output; otherwise, the
abstraction is extended disjunctively, which can be seen as a form of disjunctive
completion. We illustrate the steps of this approach by means of an example.

6.2.1 Deriving Complete Abstractions

Suppose ¢ encodes ADD RO R1, hence V = Vi, U Vg, with Vi, = {r0,71} and
Vout = {r0}. However, assume that, unlike before, ¢ is not equipped with mode
constraints, and thus a:?f(go) = T likewise, oY (¢) = Toc. For the sake of
presentation, assume that we aim to compute a complete disjunctive characterization
of ¢ using guards expressed as octagons and input-output relations expressed as
affine equalities. Let T denote the set of all disjuncts in the combined update, i.e.,
initially 7 = {(Loct, Laff) }. Further, put £ = o A = Lo, i.€., initially we have £ = .
Passing £ to a solver provides a model m; of £ defined as:

m = { (r0)=0 A (r1)=0 A (ro)=0 }

By representing m; as an octagon on the inputs, m; defines a constraint ¢g; =
({(r0)) = 0 A ((r1)) = 0). Then, an affine equality is computed for those inputs of
¢ that satisfy g1, which gives u; = ({(r0)) = 0 A {(r1)) = 0 A {(r0’)) = 0). Due to
abstraction, u; is sound for inputs of ¢ that satisfy g1. Yet, u; is not necessarily
complete. We commence by verifying completeness of u; by testing - A g1 A uy for
unsatisfiability; since unsatisfiable, uq is complete for ¢ A g1. Further, g1 is the most
general description of values that satisfy u1: No g} € Oct with g1 Coct ¢ exists so
that uy is sound and complete for ¢ A ¢g}. We thus put 7 = {(g1,u1)}-

6.2.2 Extending Complete Abstractions

Thus far, 7 describes a single model ¢ = (0, 0,0) € Z3 such that ¢ = . Our express
aim is to extend 7 so that it covers a larger set {c1,...,c,} € p(Z3), each of which
satisfies ¢; = ¢. The next step in deriving a complete abstraction of ¢ thus consists
of extending 7. To do so, we define &' = £ A —g1 and pass &' to a solver, which gives:

my = { (rO)=2 A (r1)=2 A (r0)=4 }
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6.2 Worked Example

Joining g; with the octagon ((r0)) = 2 A ((rl)) = 2) yields g2 = (0 < (r0)) <
2N 0 < {((r1) <2), and we compute an affine abstraction of ¢ A g2, which gives:

up = ay(e) = ((ro) = (ro) + (r1))

Again, testing —p A go A ug reveals unsatisfiability, and thus, completeness. We
generalize g2, i.e., we relax go towards a more general octagon g, € Oct with
92 Coct g4 for Wthh uo still is a sound as well as complete abstraction. Technically,
generalization can be implemented using dichotomic search, as in ¥ () or a¥(¢).
Of course, soundness of ug can be tested for ¢ A g} as in Chap. 4.2.5, i.e., by testing

© A gh N\ —ug for unsatisfiability. This procedure gives
g = (~128< (ro) + (r1) <127)

as expected. Indeed, ¢4 is the most general description of ((r0)) and {(r1)) for which
ug is sound and complete. Therefore, we replace (g1,u1) in 7 by (g5, uz).

6.2.3 Disjunctive Extensions

In the third iteration, we put £’ = ¢ A —g). Passing £’ to a solver yields:
mg = { (r0) =127 A (r1) =127 A (r0') =-2 }

Representing m3 as an octagon, which is joined with g2 to give g3, and computing
the affine abstraction of ¢ A g3 then yields us = T,. Clearly, us is sound. Yet,
it is incomplete, which is confirmed by the SAT solver through satisfiability of
- A g3 A ug. We thus extend T to give T, representing the following transformer:

T { (=128 < ((r0)) + (r1)) <127) = ((r0') = (r0)) + (r1)) }
((ro) =127 A ((r1)) =127) = ((r0) =-2)
In the fourth iteration, we define £ = ¢ A =g2 A —g3 and obtain a model:
my = { (r0O) =-128 A (ri) =-1 A {(r0) =127 }

Proceeding much like before, this model cannot be joined with an element in 7’
without sacrificing completeness. We thus obtain:

(=128 < ((r0) + (r1) <127) = ({(r0') = (r0) + (r1))
T = ((ro) =127 A (r1) = 127) = ((r0") = -2)
((r0) = —128 A (r1)) = =1) = ({(r0') =127)
Using two more iterations, we obtain models that can be used to generalize ({(r0)) =
127 A ((r1)) = 127) and ((r0)) = —128 A ((r1)) = —1). We thus compute the output

(—128 < (rO) + (r1) <127) = ({(r0') = (r0)) + (r1))
(= 256 < {(ro) + (r1)) < —129) = ((r0") = 256 + (r0)) + (1))
(128 < (r0)) + (1)) < 254) = ({(r0") = =256 + (r0)) + (r1))

149



6 Complete Transformers

together with proofs that each transformer u; is a complete characterization of ¢ A g;.
Since the guards describe all feasible inputs of ¢, we obtain a completeness result for
@ as a whole. Of course, the technique is not limited exclusively to the combination
of octagons with affine equalities in forward direction, but it can also be applied in
reverse direction to a wide combination of domains.

Yet, it is important to note that the above transformer, which can directly be
translated into one that specifies (r0)) in terms of (1)) and {(r0’)) (resp. {(rl)) in
terms of ((r0) and ((r0"))), does not prescribe an exact value ((r0)) (resp. ((r1))).
Even though the transformer is complete, it is non-invertible, hence the need to
intersect the states obtained using backward analysis with those computed using
forward analysis.

6.3 Formalization

The procedure sketched in the worked example yields a disjunctive, sound, and
complete characterization of ¢ € p(p(V')). We state prerequisites and formalize the
algorithm before studying correctness and completeness.

6.3.1 Algorithm

Algorithm 14 presents a procedure oY, () that converges onto an exact represen-
tation of ¢ € p(p(V')) from below.

Prerequisites The procedure is parameterized by two abstract domains: (G, Cq)
for the guards and (U, Cy) for the updates. For both domains, we assume Galois
connections (p(Z"),vq, aq,G) and (p(Z"™),yu, oy, U). Further, we require that for
each ¢ € Z", there exists g € G (resp. u € U) such that ¢ = v¢(g) (resp. ¢ = vy (u)).!
Then, the disjunctive completion of either G or U is complete w.r.t. to the base
semantics expressed using Boolean formulae (cp. [106, Sect. 3.1] and [98]).

Proposition 6.1. Let cy,...,cp € Z™ and let (L,C1) be the power-set of a finite
complete lattice as defined above. Since there existly, ..., ly, € L such that c; = vyr,(1;)
foralliel,...m, we have {c1,...,cm} =v(Viey b)) = Uity 7o (l).

Of course, the reduced product of G and U is complete w.r.t. Boolean formulae,
too (or equivalently, p(Z™)). In the algorithm, we represent guarded updates using
the set T € p(G x U). Then, if T = {(g1,u1),---, (gm,um) | gi € G,u; € U}, the
concretization of T is interpreted as | J:" (va(gi) Ny ().

! All relational domains and also conjunctions of the non-relational ones studied in this dissertation
satisfy this requirement. This is not always so, consider, e.g., the abstract domain of signs.
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6.3 Formalization

Iteration The key idea of o, (¢) is to find a model m of ¢ that is not covered by

the intermediate result 7 (line 3), i.e., m ¢ U(g,u)eT(y(;(g) Ny (u)). If such a model
m is found, then the procedure attempts to extend an existing guarded update
in 7 without losing precision. It does so by iterating over all elements (g,u) € T,
trying to find one that can be generalized towards (gnew, Unew) With ¢ TG gnew and
u Cy Unew Without sacrificing completeness (lines 5-14), i.e., gnew A Unew FE ©-

The completeness criterion of (gnew, Unew) With respect to ¢ is straightforwardly
specified as YV : (gnew A\ Unew) = ¢ as in line 8. However, putting (gnew A Unew) = ¢
into CNF introduces fresh, existentially quantified variables 7', which gives an
equisatisfiable formula 1) such that (gnew A tunew) = ¢ = 3T : ¥. Rather than testing
the formula YV : 3T : ¢ for satisfiability, we observe the following equivalence:

VYV : (gnew A Unew) = ¢

vV . _‘(gnew A Unew) Vo

YV i (“Gnew V Unew) V
-3V : ﬁ((_‘gnew \ ﬁUnew) V 90)
=3V gnew A Unew N\ 7@

Tt

To determine satisfaction of YV : (gnew A Unew) = @, it thus suffices to put gnew A
Unew A @ into CNF, which gives an equisatisfiable formula 1)’, and test I3V : 31" : ¢/
for unsatisfiability. Soundness of the input-output relation uneyw subject to gnew comes
for free, as it is derived using abstraction, which entails gnew A@ = Unew- If such a pair
(gnew, Unew ) that satisfies the completeness criterion is found, the algorithm attempts
to generalize it, i.e., find a guard ggen € G With ghew T ggen such that completeness
is preserved, i.e., 7@ A ggen A Unew is unsatisfiable. Otherwise, if the current model
m cannot be combined with an element of 7 to give a complete approximation
of ¢, we extend 7 disjunctively (lines 15-17). Observe that for domains (G,C¢)
that express ranges, the procedure generalize can be implemented exactly using
dichotomic search; this means that for a guard gnpew and an update upew, the most
general guard ggen such that gnew T ggen and ggen A Unew = ¢ is found.

Reprise and Reflection It is noteworthy that o .. (¢) does not require a formula
v € p(p(V)) on input that is equipped with mode constraints. By way of contrast,
the abstractions introduced in Chap. 4 require these encodings of mode combinations.
This requirement is finessed by computing exact guards and updates in parallel,
rather than separately, introducing a fresh disjunction once precision is lost. This
strategy thus entails that an exact representation of ¢ is eventually derived, the
drawback being that aY .. (¢) may be significantly more expensive to compute.
Observe too that the procedure is not limited to forward analysis, as it provides
formulae that represent direct input-output relations between bit-vectors with the
same precision as ¢ does, yet in a human-readable way that does not require the
repeated application of a SAT solver to compute the outputs.
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Algorithm 14 oY

exact
1. T+ {(Lg, J_U)}
2 £+
3: while ¢ is satisfiable with model m do
4 success < false
5. for each (g,u) € T do
6: Jnew < g Ug ozg (m)
7 Unew Oé‘U/((P A gnew)
{check for completeness}

8: if =@ A gnew A Unew are unsatisfiable then
9: Jgen < generalize(y, gnew; Unew)

10: T« T\ {(g,u)} U{(ggen, tinew)}

11: success < true

12: break

13: end if

14: end for

15:  if —success then

16: T+ TU{(ag(m),ag(m))}
17:  end if

18 £ AV iguer9)

19: end while

20: return T

Optimization Procedure Y. (¢) computes a complete abstractions that cover
all feasible inputs. This approach may lead to a large number of disjuncts (i.e.,
pairs (g,u) € T), which also depends on the abstract domains used within a )., (¢).
When the procedure is implemented within abstract interpretation frameworks to
infer definitive counterexample traces, deriving a complete transformer is necessary
only for reachable states, an over-approximation of which has already been computed
using forward fixed-point iteration. A straightforward optimization that does not
affect soundness is thus to restrict aY_.(¢) to the sub-range of reachable states.
Given states s and s’ on input and output of a block b encoded by ¢, it is then
sufficient to compute oY, (¢ A s A s'). This approach is not dissimilar to the
technique of Rival [198, Sect. 2.4], who observed that weakest preconditions are
often not sufficiently precise. To finesse this problem, he designed a backward
transformer as a monotone transfer function of two arguments: (1) an invariant to
refine, and (2) and invariant to propagate backwards. Even though not necessary
for correctness, there is also no reason why ¢ could not be augmented with mode
constraints so as to simplify the formula and the derivation of a complete abstraction.
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6.3 Formalization

6.3.2 Soundness and Completeness

v

Here, we argue about correctness of g

complete with respect to ¢.

(¢), showing that it is sound as well as

Theorem 6.1. Let ¢ € p(p(V)). Then, aX,.(v) = ¢.

exact

Proof. To prove this theorem, we show that \/(, . c7(7a(9) Nyw(w)) = ¢ is an
invariant of Alg. 14. Initially, 7 = {(Lq, Luv)}, hence, V, yer(va(9) N (W) [ ¢
Within the loop, £ is satisfiable, hence there exists ¢ € Z™ such that ¢ = £ and
¢ & Uggner 16(9), corresponding to the model m in Alg. 14. For (g,u) € T, let
Inew = 9 UG ag(c) and unew = u Uy ap(c), and we consider two cases separately:

® G (gnew) N YU (Unew) = . As argued before, = A gnew A Unew is unsatisfiable,
and generalize preserves this property, whence ’yg(ggen) N Y0 (Unew) E -
Since U(g,u)eT(’YG(g) Ny(u)) E ¢, we have (U(g,u)eT(’YG(g) Ny (u))) U
(76 (ggen) N0 (tnew)) = 0, as desired.

® Y6 (gnew) N YU (Unew) = . With Prop. 6.1, we have yg(c) Ny (¢) = ¢ and also
¢ = ¢, whence \/ (e (Va(9) Ny (w)) Uc k= ¢, as desired.

By combining both cases, we obtain a proof of our claim. O

An immediate consequence of the loop invariant as constructed in the proof of
Thm. 6.1 is that a¥,(¢) can be interrupted prematurely without sacrificing va-
lidity of Thm. 6.1. This is significant as computing Y. (¢) exactly may be
expensive, while an transformer 7’ such that 77 = 7 may be sufficient to generate
a counterexample, albeit not to show spuriousness of a warning. We further observe:
Theorem 6.2. Let p € p(p(V)). Then, ¢ = al..(p).

exact

Proof. The algorithm terminates once ¢ A ﬁ(\/( gu)ET g) is unsatisfiable. Let ¢ € Z"
such that ¢ = ¢. Then, there exists (g, u) € T such that ¢ € vg(g). Further, we have

u = ay(p A g) by construction, whence ¢ € vy (u). It follows that ¢ € v¢(g) Ny (u),

Whence ' ): O‘X(act(gp)' D

Corollary 6.1. Let ¢ € p(p(V)). Then, al..(v) is sound and complete w.r.t. ¢.

exact

To conclude, observe that Y., (¢) does not necessarily provide minimal or unique

abstractions. As an example, suppose ¢ € p(p({x,y})) has satisfying assignments
{(-128,-1),...,(-1,-1),(0,0),(1,1),(127,1)}. Then, depending on the order in
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which models are provided, oY, (¢) based on intervals and affine equalities could

produce different yet equivalent abstractions, e.g.:

(-128 < (z) <-1) = ((y)=-1)
(1) § (0<(=z) <0) = ({(y) =0)

(1 < (=) <127) = ((y) =1

(—128 < ((x) <-2) = ((y)=-1)
(2) § (1<(z) <1) = ((y) = (@)

(2 < (=) <127) = ({((y) =1

6.4 Experiments

Our implementation of oY, (¢) is written in C++ on top of Z3. The performance
of the procedure depends on (1) the abstract domains that are plugged into o). (¢)
and (2) the relations described by . This is because the expressiveness of the
respective abstract domain of course affects the number of disjuncts in the resulting
abstraction, and thus the number of iterations required to compute it. For ADD RO
R1, the overhead for ¥, () based on octagons and affine equalities compared
to separate computation of a¥(¢) and a¥(¢) is imperceivable, likewise for other

arithmetic operations such as SUB RO R1 or INC RO and combinations thereof.

6.4.1 Effects of Domain Combinations

By way of contrast, complete abstraction for LSL RO based on intervals and affine
equalities requires approximately 1 minute to complete for the 8-bit case, whereas the
combination of arithmetical congruences and affine equalities terminates within 0.1
seconds. From our experience, the most effective strategy on average is to combine
several domains, e.g., arithmetical congruences and octagons, to form (G, C¢) with
a domain that captures equalities. In this case, the output of aY..(¢) for ASR RO

1S:

D=0 =

((ro) €{0,2,...,252,254}) = ((r0') =
((ro)y € {1,3,...,253,255}) =

Abstraction based on intervals and affine equalities, in turn, requires 12 seconds and
eventually yields a representation that can be simplified into 128 different disjuncts.
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This is because the relation described by ASR RO is affine only for adjacent inputs:

O<@Eo)<1) = ((r0)=0)
@<@ro)<3) = ((r0)=1)
= ..

(254 < (r0) < 255) = ((r0') = 127)

This situation is close to the worst case as it prevents contiguous ranges to be
summarized in a single disjunct. By combining abstractions for value sets, ranges
(using intervals and octagons, depending on the number of variables) and arithmeti-
cal congruences, we were able to compute complete abstractions for either 8-bit
benchmark introduced in Chap. 4.4 within less than 10 seconds.

6.4.2 Complete Extrapolation

A promising combination of techniques that may not be obvious in the first place is
to pair a)..(¢) with extrapolation (recall Chap. 4.3). Then, complete abstractions
are derived for short bit-vectors of length 4 and 5, respectively, which is cheap in
terms of computational cost, and extrapolation is applied to extrude the results.
As demonstrated in Chap. 4.4 and Chap. 5.5, this technique works surprisingly
well for deriving sound abstractions. Results obtained for complete abstraction are
promising, too. Assume that a sound abstraction a is derived for ¢ by extrapolating
two complete abstractions a’ and a” over bit-vectors of width 4 and 5, respectively.
Then, completeness of a follows from unsatisfiability of —¢ A a, which can easily
be checked. For rather complex blocks such as ABS and ISIGN, we have generated
complete abstractions based on extrapolation in less than 0.5 seconds, which confirms
our intuition.

6.5 Related Work

A sound static analysis, which is usually expressed using the abstract interpretation
framework [77], is bound to calculate an over-approximate result to elude undecid-
ability.? Due to over-approximation, a safety property may not be verifiable even
though it holds. In this case, the emitted warning is a so-called false positive [24]
(also called spurious) which cannot a priori be distinguished from an actual defect.
While an analysis with zero false positives is possible [83], it is crucial to understand
the origin of each alarm in order to either refine the analysis or to fix the defect.
Thus, analyzing warnings which are emitted poses two related questions: (1) Is
the warning legitimate? (2) If so, how can the error state be reached in terms of

20f course, problems over finite bit-vectors with finite memory are decidable. Then, over-
approximation is applied to avoid state explosion, and thus, to serve tractability.
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a concrete execution? The difficulty of answering the first has led to approaches
that rank warnings based on the likelihood of being actual defects. Statistical
classifications have been based on error correlation [147] or bayesian filtering [133].
Recent work of Lee et al. [154] clusters defects, allowing to eliminate dependent
defects if a master defect is shown to be spurious. Using their technique, defects
can be proven legitimate, too. However, the work of Lee et al. does not tackle the
problem of determining whether a master defect indeed is spurious or legitimate.

6.5.1 Counterexamples in Model Checking

An exact answer to both questions is required in counterexample-guided abstraction
refinement (CEGAR) in model checking [65]. However, deciding if a warning is
legitimate is strictly easier in the context of CEGAR than in a general static analysis
as the model checker produces an abstract counterexample, the validity of which
then can be checked. A concrete counterexample may, for example, be inferable by
replaying the trace in the concrete program [149]. If successful, the concrete trace
can be used afterwards for, e.g., error localization [13]. If constructing the trace fails
at a certain program point, a new predicate can be introduced to refine the abstract
model [14], which then suppresses the spurious trace, and possibly other spurious
traces. Finitization, as performed by our approach to counterexample generation,
also appears in bounded model checking [66]. There, the state space of the system
is explored in a breadth-first fashion in forward direction, up to a given depth k.
By way of comparison, our approach unrolls the program back-to-front.

6.5.2 Counterexamples in Abstract Interpretation

In the context of numeric analysis, Gulavani and Rajamani [120] propose to refine
a pre-analysis, which is based on a fixed-point computation with widening, by
introducing predicates using so-called hints. Later, they extended their technique to
combine widening with interpolants between verification conditions and the inferred
state [122]. Yet, neither work is concerned with computing the backward trace but
assumes that it has been inferred by a theorem prover.

For static analyses that operate on the semantics of the actual program, no model
program exists in which the trace can be inferred, and backward reasoning from
the warning to the program entry is required [198, 199]. Backward reasoning, in
turn, amounts to computing weakest preconditions (or solving abduction). Few
classes of linear constraints allow abduction [160, 161] and no single numeric domain
commonly used in forward analyses is Heyting, nor is the combination of Heyting
domains necessarily a Heyting domain [162]. One way out of this dilemma is to
lift a non-Heyting domain to its power-set domain [143], which yields a Boolean
domain. A Boolean domain is always Heyting since for each element there exists
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a full complement. Boolean functions naturally form a Boolean domain. Yet, the
domain suffers from tractability issues, which motivates our decision to lift standard
numerical domains to their power-sets. Rival [198] sidesteps the abduction problem
by calculating an A" with A = A’ using the same domains as in forward analysis.
To cap the over-approximation of the backward transformer, backward states are
intersected with the forward invariants. Over-approximation in the backward
transformer makes it unlikely that an empty state is ever observed. Then, a warning
cannot be identified as a false positive. Indeed, Rival’s analysis merely informs
tool-users about inputs in which a counterexample might lie, thereby providing
“some support in the alarm investigation process” [198, Sect. 1]. Contemporaneously
to Rival [198], Howe et al. [130] studied backward analysis for logic programs, with
pair sharing analysis as one application [158]. However, the analysis of [158] is
based on a condensing domain — intuitively, such a domain allows a goal-dependent
analysis to be implemented in a goal-independent way without incurring a loss
in precision [158, Sect. 3] — rather than a complete one as in our approach (any
complete domain is condensing, but condensing domains are complete only with
respect to unification [109]). Further afield is the work of Kim et al. [139] who, after
a fast but imprecise forward analysis, slice the program for a property violation
before running a more expensive forward analysis based on SMT solving.

6.5.3 Completeness in Abstract Interpretation

Completeness in abstract interpretation has already been considered by Cousot and
Cousot [78, Sect. 7]. However, from their work, it took more than two decades until
Giacobazzi et al. [108] provided a constructive characterization of completion for
the general case. Most notably, they require a Scott-continuous transformer, which
is a very general assumption, and then show how the problem of making abstract
interpretations complete can be reduced to minimal extensions or refinements of
the domain. In essence, their technique amounts to computing the least fixed point
of a characterization that involves repeatedly computing closures. Our method for
aY ..(p) is, of course, a significantly less general result, as we require an expressive
(disjunctive) domain D and use incremental SAT solving to converge onto a complete
transformer, which is possible due to finiteness of the base domain of Boolean
formulae. This approach can indeed be seen as minimally extending the transformer
to capture certain effects of ¢. Later, Giacobazzi and Quintarelli [105] showed that
CEGAR indeed fits into methodology of completing abstract interpretations. As
far as we are aware, our algorithm is the first that effectively computes complete
transformers for bit-vectors.
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6.6 Discussion

The focus of Chap. 3, Chap. 4, and Chap. 5 was over-approximation, with the
aim of deriving abstractions and transformers that subsume the reachable states
and transition relations of a concrete program, whilst being as precise as possible.
The topic of this chapter is different, although refinements based on backward
interpretation have been weaved into the forward analysis in Chap. 3.2 already. It
is that of computing transformers (or abstractions) that are complete (or under-
approximate) w.r.t. the base semantics, i.e., propositional Boolean formulae ¢,
which is achieved using a parametric procedure oY, (). The procedure is itself
parametric in two abstract domains:

e a domain (G, Cg) to specify ranges or sets of values, and
e the other domain (U, Cy) to specify equalities symbolically.

Note, however, that this limitation to two domains is inconsequential for correctness.
It merely entails that transformers can often be represented compactly.

For finite domains, disjunctive completion can always be achieved, and there has
been much interest in optimality, e.g., using power-set liftings [98] or closures [106,
Sect. 3]. However, as our work is not concerned with domain constructions, but
rather the computation of complete transformers on complete domains, we have con-
centrated on power-set liftings of standard domains (e.g., octagons paired with affine
equalities). The drawback of complete abstract interpretation [108] is its obvious
high cost for both, representing the reachable states and deriving transformers. In
the worst case, this approach entails that one has to resort to a representation that
is as complex as the Boolean base semantics itself. Thus, instead of attempting to
perform complete abstract interpretation directly, we apply a method that performs
complete backward analysis only upon encountering a potential property violation,
trying to find a path to the program entry by going backward step-by-step. Ideally,
there are few such warnings.
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Abstract interpretation provides a methodology that guarantees sound approxima-
tions of all states reachable in any concrete execution of a program. Among other
algorithmic aspects, correctness of abstract interpretation ultimately depends on
correctness of transfer functions for any program statement in any abstract domain
used. This is not without problems (cp. [184]) since designing and implementing
transfer functions is indeed a challenging task, especially if the operations are low-
level and diverse [115], as in binary analysis [9, 185, 186]. Prior to our work, the
state-of-the-art in abstraction interpretation for bit-vectors was manual design of
transformers for each operation in a program.

7.1 Discussion

This dissertation can be seen as a response to this unsatisfactory situation in the sense
that it advocates automatic abstraction as a key component of abstract interpretation
frameworks. Particularly, we have discussed a collection of techniques that eliminate
the need to handcraft transformers for the widely used numerical domains of intervals,
value sets, octagons, convex polyhedra, arithmetical congruences, affine equalities,
and bounded polynomials altogether, based on relational encodings of the concrete
semantics of instructions and basic blocks. A commonality of all techniques is that
they exploit the structure of the underlying abstract domain to guide the search
for a sound (and optimal) abstraction. The search is, in turn, implemented using
incremental SAT solving.

In a nutshell, the desire to reason about instructions that operate on finite machine
words — rather than unbounded integers — manifests itself in two notable design
decisions.

Relational Semantics We model each instruction in the domain of propositional
Boolean formulae. Encodings for entire blocks are then derived by relational
composition of the instructions that constitute the respective block. This
approach confers two significant advantages:

1. Low-level operations can straightforwardly be expressed in Boolean logic.

2. Automatic abstraction uses off-the-shelf solvers and thus directly benefits
from any progress made on these solvers.
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Finite Machine Arithmetic Instead of targeting wrap-around arithmetic using mod-
ular domains — which are notoriously difficult to support — we identify over-
and underflow modes prior to the analysis, and then derive a transformer for
each feasible mode combination. This choice leads to a formulation of transfer
functions as guarded updates. Then, a guard describes a class of inputs that
satisfy a mode combination, whereas an update stipulates how a class on input
is transformed into a class on output.

As a first application, we have discussed the problem of value set analysis for control
flow reconstruction in Chap. 3. Indeed, the runtimes of the analysis are much smaller
than we expected initially, given that a SAT solver is invoked on any application of
a transformer. However, for relational abstract domains such as octagons or convex
polyhedra, this form of online evaluation of transformers becomes intractable, which
can be seen from the runtimes presented in Chap. 4.4 and Chap. 5.5. For relational
abstractions, we thus compute transformers prior to the analysis itself. Computing
the output of a block then amounts to evaluating a (linear or polynomial) map,
rather than invoking a decision procedure. Apart from being correct by construction
in a principled way, our approach features two more interesting properties:

1. We generate symbolic best transformers, which are optimal in the sense that
more descriptive abstractions do not exist (in the respective abstract domain).

2. We generate transformers for blocks rather than individual instructions. We
thus obtain more precise transformers than possible by computing abstractions
separately, instruction by instruction.

Computing transformers instead of designing them manually eliminates one im-
portant cause for incorrect implementations of abstract interpretation and yields
optimal abstractions, too. Yet, the correctness argument comes at a price: We have
to assume correctness of the underlying decision procedure, which is not always easy
to establish [45]. However, we have not observed unexpected results from a solver
in our experiments at all and have also cross-checked the generated abstractions
against results obtained using explicit-state model checking with [MC|SQUARE [207].

A distinguished feature of our framework is that slight variations of the discussed
algorithms are sufficient to generate complete (or under-approximate) abstractions
rather than over-approximations. This feature makes our approach amenable to the
generation of counterexample traces or the elimination of spurious warnings. Even
though under-approximation integrates with abstract interpretation as smoothly
as over-approximation does, comparably few known techniques intentionally use
such constructions; this may be explained by the difficulty of designing descriptive
under-approximate or even complete transformers. Specifically, our technique
structurally depends on some form of power-set construction as the abstract domain
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of choice needs to be able to capture any possible relation between data present
in the concrete program (although completeness can likewise be expressed using
closures [106, 108]). The technique presented in Chap. 6 does so by incrementally
generalizing under-approximations so as to converge onto the exact semantics of a
block from below. If a certain relation cannot be represented by generalizing the
current under-approximation, a fresh guarded update, which captures the missing
relation, is introduced. Our approach can thus be seen as a form of disjunctive
completion [78, 98, 106, 107].

7.2 Summary

In summary, for programs that operate on finite machine words, we recommend
to integrate the computation of symbolic best transformers directly into abstract
interpretation frameworks, as this approach

e provides most descriptive approximations of basic blocks,
e has become tractable due to progress on automated decision procedures, and
e at the same time limits the workload of implementing abstract interpretations.

Crucially for precision, if the expressiveness of a given abstraction is not sufficient
to prove correctness of a program, then it is always possible to resort to a more
descriptive domain, for which abstractions can automatically be generated, too.

7.3 Future Work

Analysis of Loops The problem of computing transformers for blocks leads to the
more general problem of synthesizing transformers for entire loops. Computational
techniques for deriving transformers for loops are colloquially referred to as loop
leaping, capturing the central idea of jumping over the computational obstacle
presented by reaching, iterating, and stabilizing on each loop (or a nest thereof) in
a program. Existing approaches to specify least inductive loop invariants, which
can be applied to derive loop transformers, rely on specifications using alternating
quantification that are inherently difficult to solve [135, 167, 169]. Translating these
approaches into propositional Boolean logic directly is intractable for all except the
smallest bit-vectors. It may therefore be interesting to evaluate whether extrapolation
as in Chap. 4.3 can be combined with the generation of loop transformers. Then, a
candidate for a least inductive loop invariant would be derived from a specification
over, e.g., b bits, and soundness of the candidate could be validated a posteriori.

161



7 Conclusion

Termination Analysis Interestingly, synthesizing transformers using quantification
is not dissimilar to the problem of inferring ranking functions for bit-vectors. Given
a path 7 with a transition relation 7 (Vi,, Vout) that relates inputs Vi, and outputs
V out, proving the existence of a ranking function amounts to solving the formula

de:VVin 1 VWVt : Tw(Vim Vout) — (p(c, Vout) < p(C, Vin))

where p is a polynomial over bit-vectors with coefficients ¢ [75, Thm. 2]. If interme-
diate variables are needed to express 7 (Vin, Vout) or p(e, Vout) < p(e, Vin), then
the formula actually takes the form

de:VVi, :VWou : 3T : v
over fresh variables T' where v is equisatisfiable to:
TTF(ViI"Ia Vout) — (p(C; Vout) < p(C, Vin))

This formula is structurally similar to those solved in Chap. 5.2, which begs the
question whether the problem of generating ranking functions can — like that of
automatic abstraction — be recast to avoid quantifier elimination altogether. In the
light of contemporary research, which investigates termination in the framework of
abstract interpretation [81], and the development of decision procedures that target
termination [176], this research direction appears promising.

Floating Point Arithmetic To conclude, this dissertation has focussed on (signed
and unsigned) integer arithmetic over finite machine words, whereas floating point
numbers have not been investigated. Recent research by D’Silva et al. [93], to name
one example, provides a decision procedure to reason about floating point intervals
so as to finesse the problems incurred by analyzing floating point numbers at the
granularity of individual bits. Such an approach could smoothly integrate with our
work, and evaluating the generation of abstractions for floating point arithmetic on
top of such a decision procedure appears promising. Yet, small embedded devices
often do not provide support for floating point computations at all. The floating
point operations specified in a high-level programming language are then emulated
using arithmetic over machine integers. Emulation of floating point operations is
found not only on small embedded systems devices, but also on x86 architectures,
where similar methods are used to implement operations on floating point formats
for which there is no native support by the hardware (e.g., 128-bit floating point
numbers). A key problem is thus to extract floating point abstractions from such
program fragments that emulate IEEE-754 operations. We are not aware of the
existence of any techniques to tackle this problem.
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