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Abstract

In the paper, a proposed approach for improving efficiency of web propaganda patterns detection by
transformer neural networks is presented. Approach consists of sequential use of three developed methods:
method for dataset balancing, method for fine-tuning individual binary neural network models and method
for detecting web propaganda patterns. Compared to existing analogues, the use of proposed approach
allowed achieving an efficiency increase of 0.1 by F1 metric when detecting propaganda patterns in web
texts using transformer neural networks due to dataset balancing optimization. Analyzing the impact of
parameter that determines proportion of texts without web propaganda patterns allows assessing how the
models ability to distinguish propaganda patterns from neutral texts and texts with other propaganda
patterns. This allows finding the optimal ratio of dataset classes to increase the overall effectiveness for
detecting web propaganda patterns. Conducted research has established that the highest results were
achieved when forming the training dataset with a percentage of texts without patterns of 30% using the
RoBERTa neural network, and was achieved 0.725 by F1 metric. Proposed approach ensures the
determination of the optimal ratio between text sets with propaganda patterns and neutral text set, which
improving the generalization ability of models and reduce their bias.
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1. Introduction

In the modern information environment, propaganda content plays a significant role in shaping
public opinion, political views, and social behavior [1]. Social networks have become a key space for
disseminating information, but at the same time they are also a tool for manipulative influence [2].
Algorithmic content distribution, personalized news feeds, and automated recommendation systems
contribute to the rapid spread of manipulative messages, which makes it difficult to detect web
propaganda patterns using traditional methods [3, 4]. Since manipulative content can have subtle
linguistic markers and adapt to the context [5], its identification requires the use of context-oriented
language models, in particular transformers [6]. Significant progress in the field of automatic text
analysis has made it possible to use neural networks to detect manipulations, but the accuracy of
such models largely depends on the training sample. The balance of the sample affects the model's
ability to recognize manipulative patterns and distinguish them from neutral or unintentional
influence [7].

The research is closely related to the UN Sustainable Development Goals, as it contributes to the
formation of quality education (SDG No. 4) through the development of media literacy and critical
thinking [8]. This allows society to more effectively recognize manipulative content and make
informed decisions, which is consistent with the principles of ensuring access to reliable
information. In addition, methods for detecting web propaganda patterns in text messages play an
important role in maintaining peace, justice and strengthening democratic institutions
(SDG No. 16) [9, 10]. They help combat disinformation, increase the level of transparency of
governance and contribute to reducing the impact of manipulation in society, which is a key factor
in the sustainable development of the information space [11].
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The aim of paper is to improve the efficiency of detecting propaganda patterns in web texts
using transformative neural networks by optimizing the dataset balancing. Research is aimed at
reducing the impact of class imbalance, increasing the accuracy of classification and improving the
generalization ability of model.

The main paper contribution is created methodology that includes method for fine-tuning
individual binary neural network models to detect propaganda patterns, method for balancing the
dataset, and method for detecting web propaganda patterns. The paper also provides an analysis of
the impact of the balance of the training sample on the effectiveness of models for detecting
manipulative patterns in social media. An experimental study of the performance of the BERT and
RoBERTa transformative language models depending on the distribution of training examples
between classes was conducted. The results obtained contribute to a deeper understanding of the
role of the training sample in improving algorithms for detecting manipulative texts and can be
used to increase the reliability of automated systems for analyzing the information space.

2. Related Works

The issue of automated detection of web propaganda patterns in social media has widely attracted
the attention of researchers.

The research [12] considers a multimodal and multilingual dataset of propaganda patterns PPN
(Propagandist Pseudo-News), which contains news texts collected from web resources that expert
organizations have classified as containing manipulation patterns. The study analyzes various NLP
approaches that allow identifying the characteristic features that annotators have highlighted and
comparing them with the results of automated classification. For this purpose, the following
methods are used: VAGO to determine the level of subjectivity and vagueness of statements, TF-IDF
as a basic analysis tool, as well as four classification algorithms — two RoBERTa models, CATS,
which focuses on syntactic features, and XGBoost, which combines semantic and syntactic features.

In [13] two architectures for classifying propaganda patterns were analyzed: one involved the
use of data augmentation (EDA) methods, and the other worked without them. The models using
EDA showed a 3% improvement in F;-measure, reaching 57.57% on the test set. A significant
increase in accuracy was observed for manipulation patterns such as "Appeal_to_fear-prejudice”,
"Exaggeration, Minimisation" and "Repetition", while for individual techniques, in particular
"Doubt" and "Flag-Waving", a slight decrease in results was noted. "Causal_Oversimplification” and
"Thought-terminating_Cliches" showed the most noticeable improvement. Determination of
optimal parameters for classification was carried out by analyzing the number of epochs, the length
of text fragments and the learning rate. This allowed the authors to achieve an F;-measure of 44% in
the sentiment detection task and 57% in the classification of manipulation patterns.

The authors of [14] used the RoBERTa language model to detect propaganda patterns in news
articles. The model was evaluated on the SemEval-2020 Task 11 reference dataset, which confirmed
its effectiveness in recognizing complex manipulation patterns in text. Compared to baseline model,
RoBERTa achieved an F;-measure of 60.2%, demonstrating its higher accuracy.

In [15] the multilingual set of propaganda patterns was created by translating the PTC and
WANLP corpora, supplemented with SemEval23 data. Three models were proposed: MultiProp-
Baseline (an ensemble of GPT-2, mBART and XLM-RoBERTa), MultiProp-ML (meta-learning for
languages with minimal data) and MultiProp-Chunk (processing long texts exceeding the token
limit). As a result of the experiments, the F, score for the Polish language was 62.5%.

The study [16] indicates the ambiguity in the ability of LLMs to recognize propaganda patterns
in news texts. Experiments conducted on the annotated SemEval2020 Task 11 corpora demonstrated
maximum Recall values of 64.53% and Precision of 81.82%. At the same time, none of the models
was able to exceed the baseline F, score, which was approximately 50%. The highest achieved F,
score was only 20%, which is significantly inferior to the baseline and indicates the limitations of
generative models in ensuring reproducibility.

In [17] emphasize that most previous studies focused on linguistic features to detect
manipulation patterns in texts. Therefore, authors propose the method based on meta-learning that
allows for automatic identification of semantic manipulation patterns at sentence level in news
materials. For this, multi-task learning is used, aimed at detecting semantic contradictions. Proposed
approach combines CRF, BiLSTM and pre-trained language models, which provides an F;-measure
of 61% for multilingual data and 68.8% for monolingual.



The authors of [18] evaluate the possibility of using large language models (LLMs), in particular
OpenAl GPT-3.5-turbo, to detect propaganda in news articles. The analysis is based on 18
propaganda techniques identified by Martino et al., and covers materials from Russia Today and the
SemEval-2020 Task 11 corpus. Using a specially designed prompt, the model determines the
presence of propaganda techniques and classifies articles. Qualitative analysis of results allows us to
assess effectiveness of LLMs in this task and optimal prompt parameters.

The application of machine learning models to identify manipulation patterns in text content is
considered in the study [19]. Among the analyzed approaches, the Stacking Classifier, which uses
feature processing methods, in particular Word2Vec and TF-IDF, demonstrates high adaptability
and accuracy. Comparative analysis shows that this model outperforms others, such as Naive Bayes,
SVM, KNN, Logistic Regression and Random Forest. The implementation of feature engineering
significantly improves the results, which is confirmed by the increase in Accuracy, Precision and F;-
measure.

The study [20] considers the application of machine learning methods to detect types of
propaganda in the text content of social networks. The authors used data obtained through the
social network API to evaluate the effectiveness of various models. The results of the study showed
that neural networks, in particular the LSTM architecture, have high accuracy in this task, reaching
77.15%. It is noted that the further implementation of more modern models, such as BERT, can
contribute to even better results in future studies.

Paper [21] proposes an ensemble model for identifying manipulation patterns in texts obtained
from memes. The authors consider the use of modern pre-trained language models, as well as
optimization methods, in particular data augmentation and combining multiple models. The model
evaluation was carried out on the SemEval-2021 Task 6 dataset, and the results showed that
proposed approach allows achieving an F;-micro measure of 60.4% on the test set.

Authors of [22] used a two-stage process to determine the optimal threshold for classifying
manipulation patterns to assess the effectiveness of the model. First, experiments were conducted
with macrothresholds in the range from 0.1 to 0.9, the threshold with the highest F, score was
selected, after which microthresholds were added for further optimization. The XLM-RoBERTa
models were trained using the Adam optimizer, and early termination was used to prevent
overtraining. The Accuracy, Precision, Recall, and F;-measure metrics were used to assess
performance at each stage.

From above reviews of scientific publications, it is clear that the issue of balancing datasets in
existing methodologies was considered only from the perspective of creating synthetic samples, and
the issue of the influence of the number of texts without manifestations of propaganda patterns was
not considered at all. Therefore, our study is relevant and aims to eliminate this drawback by
analyzing the influence of the number of texts without propaganda patterns on the effectiveness of
transformer models.

The paper aims to determine the optimal ratio between texts with propaganda patterns and
neutral texts, which will improve the generalizability of the models and reduce their bias.

3. Methodology

To solve the problem of detecting web propaganda patterns, it is first necessary to fine-tune the
neural networks to detect each of the web propaganda patterns. Accordingly, this can be formalized
as the problem of training a set of individual binary neural network models NN, where each model
nn; corresponds to a certain propaganda pattern p;from the set of propaganda patterns P:
P={p1,Psse-s Pils )
where p; — i-th propaganda pattern, k — number of unique propaganda patterns, i=1..k. Within
the scope of the study, k=10, and the set P acquires the following elements:
e  p,="Loaded Language”;
p.="Glittering Generalities”;
ps = Euphoria”;
e p,="Appeal to Fear’;
e p="FUD’;
e  ps="Bandwagon’;
e p,="Thought-Terminating Cliche”;



e ps="Whataboutism”;

e po="Cherry Picking”;

®  p="Straw Man”.

This set of propaganda patterns is linked to the existing data source presented within the
framework of UNLP 2025 [23], dedicated to the competition for detecting manipulative propaganda
patterns in the Ukrainian-language media space [24].

Accordingly, {NN} will take the form:

NN={nn,,nn,,...,nn, |, (2)
where nn; — i-th neural network for i-th propaganda pattern.

Approach for detection of web propaganda patterns by transformer neural networks consists of
sequential use of three developed methods: method for dataset balancing, method for fine-tuning
individual binary neural network models and method for detecting web propaganda patterns

(Figure 1).
B &
Input data Method 1 Method 2 Method 3 l Output dcclita
Test web content Dataset Neural networks /° Web propaganda DEtZCte'
balancing fine-tuning patterns detecting ' propaganda patterns

Figure 1: Sequence of methods execution in approach for web propaganda patterns detection

Proposed approach ensures the determination of the optimal ratio between text sets with
propaganda patterns and neutral text set, which improving the generalization ability of models and
reduce their bias. This improves the efficiency of detecting propaganda patterns in web texts using
transformer neural networks through optimizing the dataset balancing.

3.1. Method for Dataset Balancing

Method for dataset balancing is designed to transform the general set of data in the input dataset
into 2 datasets (training dataset and validation dataset), which will allow to increase the accuracy of

detecting propaganda patterns in web texts. Scheme of training dataset prepare is shown in Figure
2.

Texts with target l Texts without
propaganda any propaganda
pattern patterns
NT =d*m /100
texts —I
d texts |
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texts Texts with
—|_ other propaganda
patterns
without target
-

Figure 2: Scheme of training dataset prepare

Percent of texts without manipulation patterns m - the studied parameter for analyzing the
influence of the balance of the training sample on the effectiveness of models for detecting
manipulative propaganda patterns in social media. This parameter has an impact on the formation
of the training dataset.

In addition to the training dataset, a validation dataset is constructed, which consists equally of
all types of web propaganda patterns and texts without propaganda. This allows determining
whether the model does not confuse patterns with each other and whether it is able to detect them
independently of each other, which is critically important for the multi-label classification problem.



Accordingly, the result of the method of dataset balancing will be 2 datasets: training dataset and
validation dataset. Schematically, their composition is shown in Figure 3.

m % Without any lOO.-’I(kJF 1) %
propaganda patterns texts
‘\_________________,/
(100-m)/k % 100/(k+1) %
Propaganda pattern 1 texts
~—_ — - - ___i-_“'\.
J (100-m)/k % 100/(k+1) % S
| Propaganda pattern 2 texts —l_)
Training DataSet R Validation DataSet
< (100-m)/k % 100/(k+1) % —>
< > )
o b -~ 7___)_/__.’
(100-m)/k % 100/(k+1) %

Propaganda pattern k texts

\\_______—________,_/
Figure 3: Scheme of datasets balansing for improve accuracy of pattern classification

It is worth noting that the base dataset is annotated at the fragment level, and the training
dataset and validation dataset contain not the full text, but fragments (sentences that are marked as
propaganda patterns).

The dataset contains annotated data at the fragment level that determine the presence of
manipulative influence patterns from the set P. A typical text of the dataset from the category
"propaganda patterns" can have either one or several labels. A typical text of the dataset from the
category "without propaganda patterns" does not contain any web propaganda patterns from the set
P. According to the marked data, the number of documents corresponding to the patterns p; — pio
has the distribution shown in Table 1.

Table 1
Distribution of labeled data in dataset by categories (with and without manipulation patterns)
without
Propaganda . .
Ps p:2 Ps3 Pa ps Ps p7 Ps P9 Pio manipulation
patterns
patterns
Doccsl:?]f”t 1973 483 462 300 385 157 463 158 512 138 1233

This approach to dataset generation allows us to assess the impact of sample balancing on the
quality of propaganda pattern detection, as well as to avoid the dominance of the most common
classes in the training set [25]. Using separate binary models for each pattern allows us to model
them independently, which is important in problems with class intersection, when one text may
contain several types of manipulation. This allows us to investigate how each pattern is separated
within the data corpus and how it is affected by the imbalance of the training sample.

3.2. Method for Fine-Tuning Individual Binary Neural Network Model for
Propaganda Patterns Detection

As can be seen from Table 1, the data have an uneven distribution, so using a single multi-class
neural network model will not allow to obtain high results. A multi-class model tends to dominate
widely represented classes, which leads to a decrease in accuracy for poorly represented classes. As
a result, the model may simply ignore small categories, which will lead to a significant imbalance in
predictions. In addition, multi-class classification assumes that the text belongs to only one class
[26], which contradicts the nature of the task, where 1 text can have several labels corresponding to
certain web propaganda patterns. Accordingly, using separate binary models for each pi pattern
allows to train each model separately without the influence of the imbalance of other classes to take



into account texts with several patterns, since each model from NN set works independently and
does not limit the choice to only one class.

To investigate the impact of the balance of the training sample on the detection of web
propaganda patterns using a set of individual binary neural network models NN, it is necessary to
first present a method for obtaining a typical individual binary neural network model nn; for
detecting propaganda pattern p;, the scheme of which is shown in Figure 4.

Processing
Step 1. Fine-Tuning of typical nn;
Inputdata: \ '\ Output data:
— Prepeared datasets for |- l- \ | _ Fine-tuned model
trainaing and validation; Step 2. Evaluation nn; ”) nn with metrics
i / 5.

— Pre-trained model nn;.

Step 3. Save hn;

Figure 4: Scheme of method for fine-tuning individual binary neural network model

The input data of the method are prepared datasets for training and validation and
pre-trained model nn. On Step 1, Fine-Tuning of typical nn; on training DataSet, formed by method
of datasets balancing, is performed. Fine-Tuning within the framework of the study will be carried
out for individual binary neural network model BERT [27] and RoBERTa [28] with «HuggingFace»
library [29].

Accordingly, on Step 2, evaluation of individual binary neural network model nn; is performed,
for evaluations both training dataset and validation dataset, which were formed by method of
datasets balancing, will be used. Evaluation of models will be carried out by metrics Accuracy,
Precision, Recall and F;. On Step 3, save of validated nn; is performed. Accordingly, output data is
fine-tuned model nn; with metrics.

As pre-trained model nn, the use of BERT-like architectures is proposed, since these models can
be applied to the analysis of Ukrainian texts even in the absence of large volumes of marked-up data
[30, 31]. This feature is associated with pre-training on large text corpora, which allows these
models to form universal language representations that can be refined on specific datasets to detect
propaganda patterns. Fine-tuning allows you to adapt the model to the specifics of manipulative
discourse, in particular in the Ukrainian language environment, which contains both unique
stylistic and syntactic features.

3.3. Method for Web Propaganda Patterns Detection

After forming datasets and training a set of individual binary neural network models NN, detection
of web propaganda patterns occurs. Scheme of method of web propaganda patterns detection by
transformer neural networks is shown in Figure 5.

Input data of the method detection of web propaganda patterns by transformer neural networks
are fine-tuned models NN, web content for analysis and threshold t.

Processing

Step 1. Preprocessing web

Input data: content for analysis Output data:
— The probabilities of each

- Fine-tuned | L 7 A ) :
[ of propaganda patterns in

models NN;
- Web content
for analysis;
- Threshold t.

Step 2. Web content labeling web content;
by each of nn; - Highlighted sentences in
v which propaganda

patterns are most evident.
Step 3. Output view

formation



Figure 5: Scheme of method for web propaganda patterns detection

On Step 1, preprocessing of web content for analysis occurs, which includes of splitting into
sentences, after which tokenization is performed [32, 33]. The result of web content splitting for
analysis will be the representation (3):

S={5,,8,,...,S,/, (3)
where s; — j-th sentence in web content for analysis, n — count of sentence.

Step 2 performs web content labeling by each of nn;. Each sentence s; is evaluated separately by
each of nn; and if the output value of the neural network model nn; for sentence j exceeds the given
threshold ¢ —propaganda pattern p; is considered to be manifested in sentence j. Accordingly, each
sentence will be given a subset PP, of the elements of the set P:

PP, < P,PP,=|p/|score; >t}, (4)

where score;; — the output value nn;of the model for j-th sentence in {S}.

At Step 3, the formation of output view takes place, which is performed according to rules:

e if there are already manifestations of other propaganda patterns for sentence sj, then such

propaganda patterns are considered manifested in the text, however, the maximum value

max_score; will be displayed with highlighting:
max,= max score; ;, (5)
p; S PP;

e if there are multiple sentences with the p; propaganda pattern, the overall score of the

manifestation in web content for analysis is calculated as the arithmetic mean:

1 (6)
SS,={s;Vp,€PP,}i

S score=
-85, Vi z score
s, S SS;
where SS; — a set of sentences in which p; is found.
Output data of the proposed method are probabilities of each of propaganda patterns in web
content and highlighted sentences in which identified patterns are most evident [34].
The proposed in sections 3.1 — 3.2 methods are investigated experimentally in section 4.

i,j?

4. Experiment

In accordance with purpose of research, problem of improving efficiency via dataset balancing
arises, which can be mathematically represented as a problem of maximizing the F, metric:
m‘=argmaxf(m), (7)
m

where f(m) — the value of the F, metric of the nn;model obtained after fine-tuning on the dataset
with the selected percentage value m.

The solution of the optimization problem will be carried out experimentally, changing the % of
non-propaganda texts in the Training DataSet from 10% to 70% in steps of 20%.

For the experimental part, specialized software was created, consisting of 2 modules: a training
module (without a graphical user interface) and a neural network validation module (the application
is shown in Figure 6). The Python language, PyTorch libraries [35], transformers [36], datasets [37]
were used to develop the training module. The PySide6 libraries [38], transformers, PyTorch were
used to develop the validation module.



i Propaganda Patterns Analysis

Text for analysis:
%

"ITanis Ha Mexi 3MiH!"

(3

Pyx Partito dei CARC 3ak/IMKaB [0 pilly4ux fi, 3a9BMBLUY, IO HUHILLHIA ypasa binblie He
npeacTaBAse iHTepecy Hapoay. Jlinepw rpynu onybnikyBann Cnncok «BOPOriB AepXKasu»,

BMMaratoym HeranHux 3miH y NnoAiTM4HoMy NaHawadTi. Hapoa Mae npaBo caM BUPILLYBaTH CBOO
nonto! Yac ona HoBOro naay HacTas!

Identify used propaganda patterns
Confidence Statistics:

vg Confidence: 0.63 (Model accuracy: 0.73)
[d{[dslsAvg Confidence: 0.66 (Model accuracy: 0.73)

Figure 6: Web propaganda patterns detection by test software

Accordingly, the created test software obtained the results shown in Section 5.

5. Results

After filling the Training DataSet using the method described in section 3.1, data sets were obtained,
the quantitative distributions of which are given in Table 2.

Table 2
Distribution of training dataset elements by percentage of texts without propaganda patterns (m)

Propa-

Non Non Non Non
ganda Target Target Target Target
target target target target
patterns
m% 10% 30% 50% 70%
P 695 657 695 668 695 679 695 690
p: 320 311 320 317 320 314 320 317
P 1032 954 1032 982 1032 1012 1032 1026
[ 767 719 767 740 767 761 767 762
ps 684 646 684 659 684 667 684 679
Ps 1131 1028 1131 1059 1131 1095 1131 1116
b7 887 822 887 840 887 868 887 881
Ps 2541 2087 2541 2253 2541 2391 2541 2485
P 296 291 296 292 296 293 296 293
P1o 321 311 321 317 321 316 321 318

The Precision (P), Recall (R), F, metrics for fine-tuned individual binary neural network models at
different percentage values of the parameter m on the test sample (20% of the Training DataSet,
which did not participate in training) are given in Table 3. The Precision (P), Recall (R), F; metrics
for fine-tuned individual binary neural network models at different percentage values of the
parameter m on the training sample (80% of the Training DataSet, which participated in training)
are given in Table 4.



Table 3
Results on test sample (20% of the training dataset that did not take part in training)

10% 30% 50% 70%
Zr;’;’;ge"r‘:j R K P R K P R FH P R F
pl 0.5105 0.5205 0.4979 0.6169 0.6173 0.6094 0.7365 0.7224 0.717 0.816 0.8002 0.7976
p2 0.7475 0.7456 0.746 0.7165 0.7139 0.7125 0.7668 0.7635 0.7618 0.8346 0.8333 0.8334
p3 0.6401 0.6391 0.639 0.6804 0.6803 0.68 0.7125 0.7122 0.7122 0.8096 0.7949 0.7937
p4 0.6162 0.6162 0.6162 0.6487 0.6484 0.6485 0.7165 0.7164 0.7161 0.8284 0.8159 0.8154
p5 0.6342 0.6343 0.6337 0.6969 0.6963 0.6947 0.7402 0.7332 0.7321 0.8431 0.8378 0.8374
B Pe 0.6655 0.6535 0.6555 0.6408 0.6406 0.6405 0.7718 0.7717 0.7713 0.8400 0.8359 0.8354
: p7 0.5446 0.5436 0.5439 0.6609 0.649 0.6431 0.6941 0.6830 0.6804 0.7886 0.7810 0.7803
T pg 0.5867 0.5591 0.5615 0.6878 0.6875 0.6875 0.7232 0.7109 0.7069 0.812 0.8047 0.806
p9 0.5839 0.5829 0.5686 0.6575 0.6501 0.6469 0.7314 0.7139 0.708 0.8305 0.8277 0.8269
p_w 0.6241 0.6271 0.6227 0.6010 0.6017 0.6013 0.685 0.6864 0.6845 0.7819 0.7797 0.7771
pl 0.5184 0.527 0.5057 0.6056 0.6069 0.5993 0.7096 0.7052 0.7028 0.8067 0.7952 0.7932
p2 0.7403 0.7368 0.7373 0.7372 0.737 0.7368 0.7543 0.7521 0.7522 0.8578 0.8559 0.8560
p3 0.6506 0.6504 0.6504 0.6919 0.6914 0.6914 0.7096 0.7085 0.7083 0.8303 0.8168 0.8160
R p4 0.5888 0.583 0.583 0.6571 0.652 0.652 0.6981 0.6982 0.6981 0.8014 0.8014 0.8014
g p5 0.6527 0.6528 0.6527 0.6952 0.6941 0.6943 0.7455 0.7422 0.7418 0.8289 0.8289 0.8289
E p6 0.6038 0.5984 0.6002 0.6564 0.6563 0.6562 0.732 0.7244 0.7203 0.7972 0.7969 0.7968
R p7 0.5062 0.5067 0.5064 0.6027 0.6026 0.6025 0.6384 0.6373 0.6373 0.7489 0.7484 0.7484
T pg 0.6071 0.5748 0.5764 0.7344 0.7344 0.7344 0.7591 0.7500 0.7478 0.7765 0.7500 0.7515
a pg 0.5819 0.5829 0.5744 0.6035 0.603 0.6029 0.7323 0.7262 0.7241 0.8009 0.8010 0.8009
plo 0.5889 0.5847 0.5858 0.634 0.6356 0.6344 0.7284 0.7288 0.7267 0.7878 0.7881 0.7874
Table 4
Results of fine-tuned individual binary neural network models on the training set
10% 30% 50% 70%
Propagand R F, p R F, P R F, p R F,
a patterns
pl 0.7419 0.7188 0.7027 0.7854 0.7671 0.7608 0.8228 0.7954 0.7897 0.8986 0.8841 0.8829
p2 0.872 0.872 0.8719 0.9127 0.9095 0.9092 0.9228 0.9209 0.9208 0.9461 0.9441 0.9441
p3 0.8712 0.8712 0.8712 0.8577 0.8575 0.8576 0.9184 0.9167 0.9165 0.9266 0.922 0.9217
p4 0.8957 0.8945 0.8944 0.894 0.8927 0.8925 0.914 0.9099 0.9097 0.9059 0.8935 0.8925
p5 0.8694 0.8691 0.8689 0.8763 0.8704 0.8696 0.9103 0.9034 0.9028 0.9318 0.9254 0.9251
B pG 0.8544 0.8532 0.8533 0.9048 0.9037 0.9037 0.8859 0.8797 0.879 0.9161 0.9096 0.9092
E p7 0.7846 0.7837 0.7832 0.7877 0.7676 0.7624 0.854 0.8363 0.834 0.9164 0.9101 0.9096
T p8 0.8694 0.8693 0.8693 0.9235 0.9235 0.9235 0.9455 0.943 0.9429 0.9234 0.9198 0.9197
p9 0.7297 0.7084 0.6988 0.7742 0.766 0.7631 0.852 0.8306 0.8277 0.8968 0.8809 0.8798
pm 0.6622 0.6503 0.6452 0.9114 0.9106 0.9106 0.8301 0.8301 0.8301 0.8886 0.8811 0.8807
pl 0.752 0.7358 0.7246 0.8103 0.7867 0.7801 0.8455 0.8289 0.826 0.9076 0.896 0.8951
p2 0.8851 0.8844 0.8843 0.9156 0.9146 0.9144 0.9532 0.953 0.953 0.9568 0.9562 0.9561
p3 0.908 0.9079 0.9079 0.9424 0.9413 0.9413 0.9409 0.938 0.9378 0.9484 0.945 0.9448
R p4 0.9123 0.9121 0.9121 0.9358 0.9358 0.9358 0.9418 0.9399 0.9399 0.9572 0.9549 0.9548
g p5 0.8948 0.8935 0.8932 0.9006 0.8995 0.8994 0.9277 0.923 0.9227 0.9547 0.9533 0.9532
E pE 0.8853 0.8849 0.8847 0.9039 0.9037 0.9037 0.9546 0.9546 0.9546 0.9591 0.9568 0.9567
R p7 0.8232 0.8207 0.82 0.8563 0.8556 0.8554 0.8878 0.883 0.8825 0.9299 0.9272 0.9271
T p8 0.9287 0.9287 0.9287 0.9414 0.9412 0.9412 0.9485 0.947 0.9469 0.9591 0.9589 0.9589
a p9 0.8409 0.8312 0.8294 0.8736 0.8721 0.8718 0.8895 0.8789 0.8779 0.92 0.9149 0.9147

Pio 0.8863 0.8806 0.8803 0.9084 0.9064 0.9063 0.9286 0.9278 0.9278 0.9503 0.949 0.949




The Precision (P), Recall (R), and F, metrics for fine-tuned individual binary neural network
models at different percentage values of parameter m on validation dataset are given in Table 5.

Table 5
Results of fine-tuned individual binary neural network models on the validation dataset
10% 30% 50% 70%
s peerms R F P R K P R K P R F
P 0.6686  0.6529 0.6283 0.6623 0.6457 0.6184  0.6689 0.6279 0.577 0.7046  0.6247 0.5551
p2 0.7828 0.778 0.7764  0.7901 0.7641 0.7571 0.7744  0.7362 0.7244  0.7802 0.7339 0.7199
ps 0.7582 0.7551 0.7536 0.7403 0.7362 0.7342 0.7506 0.7189 0.7072 0.7209 0.6292 0.579
P4 0.737 0.7202 0.7133 0.7412 0.7239 0.7171 0.7095 0.658 0.6309 0.7094  0.6025 0.5355
ps 0.7462 0.7384 0.734 0.7533 0.7296  0.7191 0.7536 0.7043 0.6829  0.7434  0.6525 0.6054
= Ps 0.7135 0.7046 0.7009 0.7485 0.7283 0.7219 0.7178 0.6714 0.6514 0.7167 0.6209 0.5709
E p7 0.6523  0.6473 0.6415 0.6646 0.6291 0.6009 0.671 0.615 0.5715 0.6934 0.6109  0.5546
T Ps 0.7204  0.7172 0.7158 0.7518 0.7314 0.725 0.7575 0.6888 0.6647 0.703 0.6414  0.6091
P9 0.6531 0.6286  0.6074  0.6691 0.6485 0.6333 0.6941 0.6246 0.5802 0.704 0.6071 0.5451
Pio 0.6284  0.6207 0.6122 0.7282 0.7069  0.6983 0.684 0.6724 0.6654  0.6872 0.619 0.5755
P 0.6771 0.6639 0.644 0.6843 0.6607  0.6332 0.6872 0.6544 0.6197 0.7123 0.6366  0.5755
p2 0.8057  0.8013 0.8 0.8001 0.7844 0.7805 0.7965 0.7757 0.7704 0.7897 0.7472  0.7354
Ps 0.7738 0.7649 0.7619 0.7861 0.7611 0.7542 0.7569 0.7091 0.6917 0.764 0.6692  0.6313
i P4 0.755 0.7506  0.7487 0.7859 0.7779  0.7756 0.752 0.7121 0.6975 0.7663 0.7032  0.6811
g ps 0.781 0.7721 0.7684  0.7587 0.745 0.7387 0.7793 0.7394  0.7253 0.7624  0.7048 0.6811
E Pe 0.741 0.7267 0.722 0.7632 0.752 0.7489 0.7648 0.7441 0.7384  0.7467 0.6635 0.6307
R p7 0.6669  0.6568 0.648 0.6732 0.6588  0.6477 0.6651 0.6278 0.5982 0.6895 0.6278 0.5867
T Ps 0.7539  0.7488 0.7472 0.7851 0.7694  0.7656  0.7796 0.7235 0.7076 0.749 0.7172 0.7068
a oF) 0.7156 0.688 0.6745 0.7092 0.6905 0.6807 0.7281 0.6695 0.6421 0.7121 0.644 0.6069
Pio 0.7261  0.7069 0.699 0.7516  0.7293 0.7219 0.7386 0.6948 0.6778 0.736 0.6672  0.6378

Comparisons by the Accuracy metric (average value) for fine-tuned individual binary neural
network models of the BERT and RoBERTa architectures at different percentage values of the
parameter m on the Validation DataSet are shown in Figure 7.
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Figure 7: Comparison of fine-tuned models on validation dataset by Accuracy metric

Comparisons by F, metric (average value) for fine-tuned individual binary neural network
models of the BERT and RoBERTa architectures at different percentage values of the parameter m
on the Validation DataSet are shown in Figure 8.



It is also worth providing a table comparing the obtained results with the data of existing studies
(Table 6).
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Figure 8: Comparison of fine-tuned models on validation dataset by F, metric

Table 6
Comparison of obtained results with existing research
Way of obtaining the result Language F1
BERT, m=10% Ukrainian 0.688
BERT, m=30% Ukrainian 0.693
BERT, m=50% Ukrainian 0.646
BERT, m=70% Ukrainian 0.585
RoBERTa, m=10% Ukrainian 0.721
RoBERTa, m=30% Ukrainian 0.725
RoBERTa, m=50% Ukrainian 0.687
RoBERTa, m=70% Ukrainian 0.647
CRF+ BiLSTM [17] multilingual 0.61
MultiProp-Baseline En-B [15] Polish 0.625
RoBERTa [14] English 0.602
Ensemble model [21] English 0.604
Base + EDA [13] not indicated 0.576

Therefore, the problem of improving efficiency via dataset balancing, given in the form (7), has a
solution m* = 30. An analysis of the obtained results is given in Section 6.

6. Discusion

In the presented results of testing models (Table 3) for detecting manipulative propaganda patterns
on the test sample (20% of the training sample) with different percentages of texts without
manipulations m (10%, 30%, 50%, 70%), one can observe a clear trend towards improving the
performance of models with an increase in the value of the parameter m, i.e. with an increase in the
percentage of texts without propaganda patterns in the training sample. For fine-tuned models
based on BERT, it is seen that Precision, Recall and F,-measure for each category of propaganda
patterns gradually increase from m=10% to m=70%. For example, for the “Loaded Language”
category, the F;-measure increases from 0.498 at m = 10% to about 0.798 at m = 70%, which indicates
a significant improvement in the model’s ability to distinguish target and non-target examples with
an increase in the proportion of text samples without manipulations.

Comparing the performance of models for different propaganda patterns shows that some
categories, such as “Glittering Generalities” and “Bandwagon”, “Cherry Picking”, have consistently
high F;-measures as m increases, indicating that the characteristic features of these patterns are
easier to separate with balanced training. In contrast, other categories, such as “Straw Man” and



“Thought-Terminating Cliche”, show relatively lower performance, which may be due to greater
variability or subtlety of the linguistic features characterizing these patterns.

Similar analysis for ROBERTa-based models shows similar trends, with the overall performance
being slightly higher compared to BERT models. This is explained by the more robust pre-training
and optimized architecture of RoOBERTa, which allows the model to generalize information better.
The improvement in the evaluation indicators with an increase in the proportion of unmanipulated
text samples highlights the importance of balancing the dataset to overcome the problem of class
imbalance, which, in turn, contributes to more reliable and stable detection of propaganda patterns
by individual binary neural networks. For the BERT neural network, on average, for the F, metric,
the delta between m = 10% and m = 30% is +0.048, between m = 30% and m = 50%, the delta is 0.063,
and between m = 50% and m = 70%, the delta is 0.091. At the same time, for the RoBERTa neural
network, delta of +0.0632 is observed between m = 10% and m = 30%, a delta of 0.056 is observed
between m = 30% and m = 50%, and delta of 0.082 is observed between m = 50% and m = 70%.

The analysis of the data from Table 4 indicates the ability of neural network models to
remember, and here, naturally, as in Table 3, there is a tendency for metrics to increase with
increasing parameter m. For the BERT neural network, on average, for the F; metric, there is a delta
between m = 10% and m = 30% of +0.049, between m = 30% and m = 50%, there is delta of 0.02, and
between m = 50% and m = 70%, there is delta of 0.031. At the same time, for the RoBERTa neural
network, a delta of +0.028 is observed between m = 10% and m = 30%, delta of 0.022 is observed
between m = 30% and m = 50%, and delta of 0.024 is observed between m = 50% and m = 70%.
Accordingly, RoBERTa demonstrates a gradual increase in metrics, which indicates stable
generalization due to the optimized architecture. BERT demonstrates somewhat jumpy increases,
which may be due to the lower flexibility of its architecture in adapting to changes in the
proportion of text samples without propaganda patterns.

For the RoBERTa neural network, when detecting manipulation patterns “Glittering
Generalities”, “Appeal to Fear”, “FUD”, “Bandwagon”, “Whataboutism”, an F; value of more than
0.95 is observed. For the BERT neural network, a value above 0.95 is observed only for “FUD”. In
general, the use of different values of the parameter m affects the ability of neural networks to
remember the features of the training set. However, the metrics calculated on the training data
allow us to assess how well the model remembered this data, but do not give a complete picture of
its ability to generalize new information.

The most relevant estimates of the experiment are given in Table 5, since here the model was
validated on data that did not participate in training, and which contain equally represented
propaganda patterns and texts without such patterns.

According to Table 5 and Figures 7 and 8, at the parameter m=30% the metrics demonstrate the
highest result, where the average value of the Accuracy metric is 0.733 for the RoBERTa neural
network, and 0.704 for the BERT architecture. The F; metric for RoBERTa is 0.725, and for the BERT
architecture — 0.693. This suggests that the initial addition of data allows to increase the metrics, but
then the effect is smoothed out or even worsened due to overloading with less useful information,
such as texts without propaganda patterns. Accordingly, while neural networks show a tendency to
better distinguish propaganda patterns at higher values of m during training, testing on a balanced
validation set refutes the hypothesis that the higher the resolution of the training data, the better
the generalization ability of the neural network model. It is possible that as the proportion of m
increases, the models are overtrained due to the lack of unique values inherent in each of the web
propaganda patterns. The conclusion that the m*=30 found is also confirmed by the minimum mean
deviation between the test data for m=30 (Table 3 and Table 5) for both the BERT architecture
neural network (0.05) and RoBERTa (0.06).

The comparison with analogues is carried out in Table 6, and for the purity of the comparison of
the developed approach and existing analogues, the F; value was taken specifically on the validation
data. Accordingly, the highest F, indicator for the RoBERTa architecture at m=30% is 0.725, which is
0.1 higher than the analogue described in [15]. Therefore, the task of improving the efficiency of
detecting propaganda patterns in web texts using transformative neural networks through
optimizing the balancing of the dataset has been fully implemented and experimentally proven.

However, the proposed approach has limitations. In this study, an approach at the sentence level
was used. This may have an impact on the quality of detecting propaganda patterns, which may
work at the level of paragraphs or even entire texts, rather than individual sentences. Also, a single
sentence may be neutral in itself, but in the context of propaganda text its meaning changes. These
issues will be addressed in further research. There are also limitations at the level of the data source.



The manual labeling used in the dataset may contain subjective judgments, which affects the
training of the model.

Conclusions

In the paper, a proposed approach for improving efficiency of web propaganda patterns detection by
transformer neural networks is presented. Approach consists of sequential use of three developed
methods: method for dataset balancing, method for fine-tuning individual binary neural network
models and method for detecting web propaganda patterns. Compared to existing analogues, the
use of proposed approach allowed achieving an efficiency increase of 0.1 by F; metric when
detecting propaganda patterns in web texts using transformer neural networks due to dataset
balancing optimization.

In addition to the training dataset, consisting of texts with target propaganda pattern in the
target category, as well as texts without any propaganda patterns and texts with other propaganda
patterns, without target, a validation dataset was built, which consists equally of all types of web
propaganda patterns and texts without propaganda. This allows us to determine whether the model
does not confuse patterns with each other and is able to detect them independently of each other,
which is critically important for the patterns detection task.

An analysis of the impact of the balance of the training sample on the effectiveness of
propaganda pattern detection models in social media was performed, which showed that of the
considered options for forming the training dataset with different percentages of texts without
manipulations (10%, 30%, 50% and 70%), the highest results were achieved at 30% using the RoOBERTa
neural network, and are 0.725 according to the F, metric. The results obtained contribute to a deeper
understanding of the role of training sample balancing in improving propaganda pattern detection
algorithms and can be used to increase the reliability of automated information space analysis
systems.

Building a validation dataset that contains an equal number of texts with all types of propaganda
patterns, as well as neutral texts, provides a fair assessment of the performance of the models. This
prevents bias towards the most represented classes and allows for more accurate performance
metrics for each individual pattern. In addition, this approach allows for the identification of
potential relationships between different types of manipulation, since texts can contain multiple
patterns at the same time.

Analyzing the impact of parameter that determines proportion of texts without web propaganda
patterns allows assessing how the models ability to distinguish propaganda patterns from neutral
texts and texts with other propaganda patterns. This allows finding the optimal ratio of dataset
classes to increase the overall effectiveness for detecting web propaganda patterns.

The proposed approach has the limitation of analyzing at the sentence level, which may not take
into account the broader context of propaganda patterns at the paragraph or whole text level. In
addition, the use of manual data labeling may contain subjective judgments, which affects the
training of the model.
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