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Abstract

The energy transition as a global challenge is widely discussed in Germany and shaped by different narratives. We
investigate how newspapers, comments and social media posts differ between sources, platforms, and entities to
visualize and monitor respective indicators of the debate over time. For this purpose, we propose a framework of
an unsupervised and automated topic model-based approach, the results of which are visualized in a dashboard in
conjunction with results from a reliable and supervised classification model using parameter-efficient fine-tuning
methods and language models. The analysis of the classification results is refined by integrating the information
on annotator disagreement which is captured in a new human-coder labeled sample of our text corpus on the
German energy transition. We place a particular emphasis on highlighting the issue of social (in)justice in the
debate on energy transition.
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1. Introduction

The energy transition is a critical global issue, addressing environmental, economic, and social challenges
that affect and involve everyone. As a transformative process aimed at shifting from fossil fuels to
renewable energy, it has become a central topic in (social) media and public debates. The respective
coverage not only reflects public opinion but also plays a significant role in shaping it, influencing how
society perceives and engages with the transition. Understanding and tracking these discussions is
therefore essential to support informed, inclusive, and effective energy policy development.

However, the vast volume of journalistic texts, social media comments, and public opinions makes it
nearly impossible for the general public to fully comprehend the scope of the ongoing debate. To address
this challenge, the “Diskurs Energiewende” (energy transition debate) project seeks to develop tools that
provide an automated, continuously updated summary of the debate, along with a comprehensive and
reliable retrospective analysis. These tools aim to shed light on the dynamics of the energy transition
debate and will be made publicly available to foster broader understanding and dialogue.

The development of these tools integrates expertise in narrative analysis and energy transition
research, with a particular focus on Germany, where the energy transition is a highly contested and
extensively debated topic. Following the heated discussions around the German heating energy law in
2023 [1], key issues such as the social justice implications of the transition have become central to the
public debate, which is frequently emotionally charged and shaped by diverse actors, whose agendas
and influence often steer the direction of public opinion.

A primary goal of the “Diskurs Energiewende” project is to investigate the drivers, key actors, and
external shocks that shape the energy transition debate. By examining these factors, the project seeks
to provide insights into how narratives evolve and impact public perceptions, ultimately supporting

CEUR-WS.org/Vol-3964/paperl8.pdf

In: R. Campos, A. Jorge, A. Jatowt, S. Bhatia, M. Litvak (eds.): Proceedings of the Text2Story’25 Workshop, Lucca (Italy),
10-April-2025

Q rieger@statistik.tu-dortmund.de (J. Rieger); lars.groenberg@tu-dortmund.de (L. Grénberg); c.loschke@oeko.de

(C. Loschke); s.braungardt@oeko.de (S. Braungardt)

® 0000-0002-0007-4478 (J. Rieger); 0009-0002-0639-1121 (C. Loschke); 0000-0002-2966-7656 (S. Braungardt)

© 2025 Copyright for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0
5Y

CEUR
E Workshop
Proceedings

201


mailto:rieger@statistik.tu-dortmund.de
mailto:lars.groenberg@tu-dortmund.de
mailto:c.loschke@oeko.de
mailto:s.braungardt@oeko.de
https://orcid.org/0000-0002-0007-4478
https://orcid.org/0009-0002-0639-1121
https://orcid.org/0000-0002-2966-7656
https://creativecommons.org/licenses/by/4.0/deed.en
Joao Paulo Cordeiro
201


more equitable and inclusive policy development in the energy transition. As a complementary and
expanding approach to Loschke et al. [2], which is limited to data from the platform X on the topic of
German energy saving in the context of the Russian invasion of Ukraine, we cover the entire media
debate on the German energy transition, including a focus on its socially (un)just implementation.

For the automated representation of the debate we will make use of continuous, i.e. updateable
topic models, while for the snapshot analysis we will utilize parameter-efficient fine-tuning (PEFT) in
combination with few-shot methods on (large) language models (LLMs). Our text corpus will primarily
comprises national and regional newspapers, to which we selectively add online comments and social
media content.

In the following, we present our methodological workflow, which is based on the findings of Schofield
et al. (2015), that “suggest not automating these workflows but adding transparency and easy-to-use
tools to support practitioners’ context-specific judgments and interventions” [3]. This paper aims to
provide a concrete description of a best practice case study for the continuous and reliable
extraction and presentation of narrative elements from real world application scenarios
— and to open it up for further discussion and improvement. To provide a first glimpse of
the possibilities of our project, we present preliminary results of the our continuous topic models
with integrated change detection as an example analysis. Further elements of the (later) presented
framework are currently still under development. The database and the parameters used for the
presented results are preliminary as well. However, their heuristic choice illustrates the potential of
our methods for an even more sophisticated parameter choice. We provide the programming code,
analyses and (permitted) data of the project in the GitHub repository https://github.com/LarsG321/
Dissemination-Monitoring-narratives-about-the-energy-transition-in-Germany. We welcome any type
of questions, suggestions or criticisms via the issue tracker of the respective repository.

2. Methods

Latent Dirichlet allocation (LDA) [4], estimated with a Gibbs sampler [5], is supposedly (still) the
most frequently used topic model variant. In particular in the social sciences [6] it still enjoys great
popularity years after the publication of the structural topic model (STM) [7], probably due to the
simplicity of application, the modest model assumptions and the meaningful performance, which cannot
be outperformed consistently even by neural topic models [8, 9].

After the publication of the seminal paper of the attention algorithm [10] and the resulting perfor-
mance boost for the corresponding transformer-based language models, BERTopic [11] as a neural
topic model (NTM) based on language models (LMs) has also become quite popular. That is likely
because it is particularly convenient to use, in fact BERTopic is even more convenient than LDA as it
estimates the number of topics data-driven by default. However, it has already been shown in a few
analyses that BERTopic performs inferior to Gibbs LDA in terms of several (in particular those based on
human judgments) performance measures [8, 9]. In combination with the ongoing scrutiny of existing
automated evaluation methods for topic models [12, 13, 14], even if the contextualized topic model
[15] works better for well-chosen parameters, overall LDA serves as a robust, stable, reliable universal
tool — and many NTMs perform worse in comparison. In our project, since we want to update the
resulting topic models continuously, we evaluate which of the two methods RollingLDA [16], including
a dedicated monitoring tool to analyze the topic evolutions [17], or BERTrend [18], that is based on
BERTopic, is better suited for our use case and select the more suitable model for application.

The research fields of parameter-efficient fine-tuning (PEFT) and mixture of experts (MoE) are very
volatile and at the same time strongly overlapping in both aims and architectures, so that a number of
publications also explicitly consider combinations. While PEFT in its origin (and name) aims at efficiency
and implements this by keeping a large part of the pre-trained parameters fixed, MoE (according to
its name) primarily targets performance improvement through input-dependent (de-)activation or
weighting of parameters. However, implicitly — or explicitly — the respective other objective is usually
achieved as well. In recent years, many innovations, mostly with incremental improvements in certain
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domains, have been published. The supposedly most well-known method in this area is LoRA [19],
which has subsequently undergone various further developments, such as PRILoRA [20], VeRA [21],
DoRA [22], RoSA [23] and the quantized — or quantization-aware — versions QLoRA [24] and QA-LoRA
[25]. Moreover, several studies were able to show that the combination of PEFT methods in MoE
architectures proves effective. These include mixture of vectors (MoV) and mixture of LoRA (MoLoRA)
[26] or parameter-efficient routed fine-tuning (PERFT) [27]. Furthermore, it was shown that in MoE
PEFT architectures it is advantageous to activate only the PEFT modules that are most relevant for the
task, while freezing the other experts for fine-tuning [28].

For our use case, we rely on the well-established PEFT variant LoRA, which has been proven to
perform well across diverse tasks. In fact, we compare LoRA to its quantized version QLoRA and
combine both with the language modeling head PETapter [29]. Thus, we unite the advantages of PEFT,
i.e. efficiency, robustness, modularity, ease of use and sharing, with the additional performance gain
by using a few-shot method that integrates the task description into the input utilizing the masked
language modeling objective in a PET-alike manner [30]. For the pretrained base (L)LM, we are focusing
on German or multilingual models since the corpus is in German language. Options include the models
German BERT [31], LeoLM [32], Llama [33], Mixtral/Ministral [34], Gemma [35], Qwen [36], which we
want to compare in an appropriate size in an evaluation study and use the best-performing model for
the application.

3. Framework

For the design of our framework, we follow a human-in-the-loop best practice [37] with consideration
of active-learning strategies for incremental improvement of the classification results. We conduct the
evaluation process in a task-based manner [9, 12, 13, 38], so that we do not solely rely on existing NLP
benchmarks for the selection of the (L)LM, as their reliability is limited by the inherent potential for
data contamination [39].

In Figure 1, our project’s methodological workflow is illustrated. As a database, we focus on national
and regional German newspapers. We provide a list of example newspapers that we have access to and
are considering to include in Appendix A. The resulting corpus is complemented with commentary
content from the websites of, e.g., Bild, Spiegel, Siidddeutsche Zeitung, Welt, taz, and Zeit, for which we
need to evaluate the full public availability of the respective community comments. Further, we collect
social media posts utilizing promising software packages for the platforms X [40] and Telegram [41].

Next, we define a filter that primarily aims for a recall, i.e. relevance with regard to the energy
transition, close to 100% while maintaining the highest possible precision. In Section 4, we provide
an example of a filter for the newspapers Bild, Stiddeutsche Zeitung, and Welt. The filtered and
preprocessed corpora are modeled using RollingLDA or BERTrend, respectively. Every week, the
procedure is repeated with the newly added data. After postprocessing, the results of the modeling
are made publicly available in our dashboard on an ongoing weekly basis. For this, we make use of
automated topic labeling [42] and highlight hot/cold topics, popular topics per month [cf. 43], as well as
a monitoring of the topics’ evolution [17] with tailored graphics [44], all of which is implemented in an
unsupervised manner. In addition, we present the most important entities (e.g., politicians, companies,
countries) in the respective corpus, put them in context using network analysis methods, and report
the overall sentiment over time as well as top articles per topic and month. Furthermore, as far as the
data (availability) allows, we intend to not only highlight temporal changes but also spatial differences,
e.g., among different federal states or regions of Germany [cf. 45]. Besides, we explore the use of LLMs
for writing short summaries of topics for the latest analyzed week.

The interpretation of the results is used for the development of the codebook [cf. 46] for supervised
classification, which we use for a restrospective snapshot analysis. In the definition of the codebook,
we will (need to) focus on the operationalizable definition of what social justice means in order to avoid
too much disagreement in the labels due to insufficiently precise definitions [cf. 47, 48, 49]). We aim
for the resulting labeled data set to provide evidence for (at least) the following hypotheses:
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Figure 1: Our project framework for the identification of narrative elements of the German energy transition
(individual symbols are from pngegg.com).

« The (media-perceptible) acceptance for the German energy transition dropped in the last two
years (2023, 2024).

+ The negative aspects regarding the energy transition are disseminated disproportionately often
by certain media.

« The argument of social (in)justice is more often used as a counter-argument for the German
energy transition as a whole than as an argument for a more socially just implementation of it.

The annotation is done by five independent coders in order to be able to provide not only a (reliable) gold
standard label but also topic-based uncertainty estimates through (reasonable) annotator disagreement
for our evaluations. In addition to the evaluation of the annotator disagreement [47, 48], we make use of
majority vote gold standard labels for fine-tuning [49]. We implement an active learning approach [37]
to keep track of and be able to incrementally improve in terms of the model’s performance measures.
Our architecture uses QLoRA and PETapter, the utility of which has already been proven in real-world
social sciences applications [29, 46].

Supposing a sufficiently high annotator agreement, we employ the fine-tuned model based on the
codebook-labeled partial dataset to predict and analyze a variety of descriptive characteristics, e.g.,
polarization and subjectivity scores for topics, arguments, newspapers and media types, respectively,
over time. These findings are in turn fed back into our dashboard to provide an comprehensive overview
of the German news media debate on the energy transition and its social (in)justice.

4. First Insights

This first analysis is concerned with the left half of our framework in Figure 1 up to the development of
the dashboard and presents first results for the RollingLDA methodology.

In order to investigate the German energy transition and its accompanying narratives, we retrieve
articles from three major German newspapers Bild, Stiddeutsche Zeitung (SZ), and Welt from 2014
to 2024. These outlets are selected to capture a broad ideological and stylistic range: SZ is generally
considered left-leaning, Welt is viewed as conservative, and Bild is known for its more opinion-based and
sensationalist approach. We apply a pre-filtering step to retrieve only relevant articles, i.e. containing
terms explicitly related to the German energy transition. For this, we make use of the keywords

« Bild: (wende | gesetz | politik | habeck | hammer) & (waerme | energie | klima | heiz)
+ Stiddeutsche Zeitung and Welt: (wende | gesetz | politik ) & (waerme | energie | klima | heizung)
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In addition, for Bild, we exclude articles belonging to the Sports section according to meta data as well
as all articles containing the pattern leserbriefe or seite in the title since these articles revealed to be
noisy and seem to be falsely extracted by the data provider. These steps result in a dataset of 21,046
articles from SZ, 21,107 from Welt, and 2,263 from Bild.

4.1. Topic Modeling

To explore the thematic structure of the filtered articles, we applied RollingLDA [16] for various topic
numbers in combination with a change detection procedure [17] to identify changes in topics and the
most influential words for these respective changes. The topic models were trained independently
on each newspaper corpus. In Appendix B, we provide details about the preprocessing and heuristic
hyperparameter choices, i.e. a more sophisticated choice of parameters could lead to even clearer (and
better interpretable) results.. As explained for our framework in Figure 1, we employed automated
topic labeling leveraging LLMs [42] in combination with subsequent human verification and refinement
(where necessary). Among the tested configurations, K = 10 appeared most promising in terms of
interpretability and thematic clarity across the three corpora.

The basic topic model results, i.e. top ten explanatory words per topic and the monthly topic fre-
quencies, can bee accessed in Appendix C. Within the SZ corpus, the topics covered both the German
energy transition itself and international political affairs, with frequent mentions of Ukraine and Russia.
Additional thematic clusters included climate protection and protest (Topic 4) and climate change in
relation to agriculture (Topic 2), indicating that the filtering process effectively isolated content directly
relevant to the German energy transition. Notably, topics related to sustainability and renewable ener-
gies were found consistently across multiple topic number configurations. A similarly broad thematic
distribution emerged within the Welt corpus. The identified topics ranged from Russia-EU relations in
the context of the Ukraine conflict (Topic 8) and German energy policy (e.g., topics 1, 4, 6, 7) to real estate
and infrastructure (e.g., topics 5, 10). As in the SZ corpus, themes tied to sustainability, transportation,
and the German energy transition were prevalent and showed consistent patterns across different topic
number configurations. Furthermore, comparative analyses between the two newspapers revealed that
certain topic clusters — particularly those pertaining to the Ukraine conflict, sustainable energy, and
transportation — were present in both corpora, with occasional co-moving patterns in topic prevalence
over time. In contrast, the Bild corpus exhibited a more pronounced focus on national politics and
prominent public figures. The most frequently identified topics included German domestic politics in the
context of the Ukraine conflict (Topic 1), Thuringian state-level politics (Topic 2) and German politicians
and public figures (nearly all topics). This orientation aligns with Bild’s reputation for spotlighting high-
profile personalities and emphasizing sensationalist content. Despite these differences, Bild’s articles
also contained relevant discussions on the German energy transition, demonstrating the effectiveness
of the pre-filtering approach in capturing pertinent material, even within a more personality-driven
news environment.

Overall, the RollingLDA analysis successfully extracted thematically coherent topics that illuminate
the debate on the German energy transition. Stiddeutsche Zeitung and Welt both covered a broad
range of energy- and sustainability-related issues alongside international political affairs, while Bild’s
coverage skewed more heavily toward national politics and individual political figures. These findings
offer an important foundation for understanding how different newspaper orientations shape narratives
surrounding the German energy transition, laying the groundwork for deeper investigations into public
debate and policy implications in this domain.

4.2. Change Detection

Moving on to the change detection, several meaningful changes were identified. Figure 2 displays
some results for the change detection. Blue curves indicate intra-topic similarities over time, while
the red curves represent statistically motivated bootstrapped thresholds [17]. That is, vertical lines
mark detected changes in time (top row). For illustration, the plots start in 2018 displaying five distinct
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Figure 2: Intra-topic cosine similarity over time and word impacts for a selected change in it [cf. 17]. The first
row shows identified changes (vertical lines) for three selected topics from the topic models of SZ, Welt, and Bild,
respectively. The second row shows the most influential words for a specific change in the respective topic and
visualizes whether the word count increased (blue) or decreased (red) compared to the previous reference period.

changes for topic 5 “German Energy Transition” of SZ. We select the first of those five changes for
a more comprehensive analysis, focusing on the most influential words associated with this change
(bottom row). Accordingly, it was triggered by an increased usage of terms related to fossil fuels
(e.g., gas, oel) and the word russland. This aligns with the start of the Russian invasion of Ukraine in
February 2022, which significantly impacted the fossil fuel crisis in Germany. For Welt, the third topic
emerged as the most relevant to the energy transition. Here, the most pertinent change occurred in
July 2021, attributed to the catastrophic flooding (180 deaths) in the German Ahrtal, which received
extensive media attention. The increased frequency of terms such as klimawandel (climate change) and
katastrophenschutz (disaster prevention) supports this interpretation. For Bild, it is noteworthy that the
intra-topic cosine similarity are rather low, indicating that topic 5 for Bild, due to the smaller number
of articles, demonstrates less stability over time compared to the other two corpora. This volatility
leads to a reduced cosine similarity, suggesting a less persistent thematic presence within this corpus.
Nonetheless, the method identified the beginning of the Russia-Ukraine conflict as a relevant change,
leveraged by an increased usage of the terms Putin, Ukraine, and Russischen.

To summarize the preliminary findings, it becomes evident that the Siiddeutsche Zeitung and Welt
appear to contain several relevant topics related to the German energy transition, whereas the analysis
of Bild reveals challenges due to a relative lack of energy-related topics. In addition, we observed the
cross theme of social injustice to be barely represented in the current corpus, indicating areas for further
refinement and investigation for future analyses.

5. Challenges

Despite our concise approach, there are still several challenges that we will briefly address here. It
is likely to be easily possible to classify thematic aspects, to depict sentiment over time, as well as to
present key actors in the debate. However, it is still challenging to render entire narratives (over time)
beyond individual elements [cf., e.g., 50, 51]. Narratives are complex to extract (even if, by nature, they
rely on content simplification) and have several components, whereby there are already many different
concepts in the (theoretical) definition and hence also in the (operationalized) extraction.

Regarding data, it should be noted that social media data availability (e.g., X as most prominent
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example) is increasingly burdening analyses utilizing such data. Furthermore, Instagram, TikTok, but
also X contain ever-increasing video and image content, posing the challenge to appropriately combine
these different data types for modeling (we limit ourselves to text data). This is already evident for the
articles of the Bild newspaper, which, due to their heavy use of visual content, but also due to their use
of neologisms (especially in connection with the 2023 Gebédudeenergiegesetz GEG, “Buildings Energy
Act”, which coined the term Heizungshammer, “heating hammer”), require special treatment when it
comes to preprocessing and keyword searches (cf. Section 4). Further, it is unclear how to adequately
take into account different, e.g., age-related, media consumption habits when evaluating perception. In
case we get access to regional newspaper data, moreover, we will investigate the regional differences in
reporting on the German energy transition, similar to Ozgun and Broekel [45], who were able to prove
a strong link between regional characteristics and the amount of news on innovation.

5.1. Next Steps

In our project “Diskurs Energiewende”, additionally to the presented framework, we aim to contribute to
the development of NLP methods. For RollingLDA, we plan to implement an extension of emerging and
fading topics, for which we will evaluate the positive and negative aspects of how BERTrend handles
them. This might be especially helpful for the RollingLDA results presented above, since the method
fixates the topics in the first iteration. This leads to the effect that non-present topics in later iterations
are mapped to topics of the first iteration. Thus, if the narrative of social injustice gets important in the
year 2020, for example, and was not present in the first iteration in year 2018 it does not receive its own
topic. Further, we intend to develop advancements in the overlapping area of narrative detection using
PEFT and the use of advanced learning methods making special use of annotator disagreement. These
would allow us to analyze the dissemination and timeline of narratives through different media sources.
In turn, it will be challenging to develop a fair performance score to compare models fine-tuned with
classical gold standard labels and those incorporating annotator disagreement [cf. 47, 48, 49]).

While the current preliminary analysis is capable of detecting topics with respect to the energy
transition, certain limitations with regard to the narrative detection of social injustice apply. To
overcome this problem, we will extend the RollingLDA analyses and compare them with other topic
model results. We will extend the keyword search to obtain a larger corpus, i.e. a higher recall. In
addition, a focused sub-corpus analysis of social injustice related articles within the corpus of the
energy transition articles will be conducted. Further, as incremental improvements we will incorporate
lemmatization and improve our preprocessing function to exclude non-alphanumeric letters (e.g. “€”),
which further normalizes the text corpus and might improve the narrative extraction. Based on the
improved corpus, we will evaluate the usefulness of RollingLDA, BERTrend [18] and BERTopic [11] to
identify narratives in our data and to implement it in our final publicly available dashboard.
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A. Potential national and regional newspapers under study

The following newspapers are considered to be taken into account in our analyses:

« national newspapers: Bild, Der Tagesspiegel, Die Welt, Stiddeutsche Zeitung, taz — die
Tageszeitung

« magazines/weekly newspapers: Der Spiegel, Stern

« regional newspapers: Reutlinger Nachrichten, Schwarzwélder Bote, Stuttgarter Nachrichten,
Stuttgarter Zeitung, Sidwest Presse

« thematic outlets: EID Energie Informationsdienst, Energie & Management/Powernews.org, Han-
delsblatt, KI — Kalte Luft Klimatechnik,

B. Preprocessing and hyperparameters

The programming code is publicly available via our GitHub project repository https://github.com/
LarsG321/Dissemination-Monitoring-narratives-about-the-energy-transition-in-Germany. Due to
license restrictions, we are unable to share the raw data. The following preprocessing steps are
conducted for all corpora:

« Filter for texts between 2014-01-01 and 2024-03-31

« Remove duplicated texts

« Remove umlauts, HTML and XML nodes

« Remove special characters (apparently we missed removing the € sign)

« Replaced line breaks with spaces

» Lowercase the text

« Remove German stopwords (leveraging a common and rather conservative list)
+ Remove punctuation

« Remove numbers

LDA hyperparameters used for all corpora:

« K=5,6,7,8,9,10,15,20; alpha = eta = 1/K
RollingLDA hyperparameters used for all corpora (if not specified, we use the default parameters from
the function Ro11ingLDA in the software package rollinglda [16]):

e init = "2014-02-01" (first month of data)

« chunks = "month" (monthly updates)

« memory = "month" (one month of memory)

« memory.fallback = 0, 1, 2 (number of documents used as memory if there are no documents

in the “original” memory time period)

Change detection [17] hyperparameters used for all corpora:

« z =1{1,2,3,4} (maximum number of months in the reference period)

« g ={0.80,0.81,0.82, 0.83, 0.84, 0.85, 0.86, 0.87, 0.88, 0.89, 0.90} (quantile to determine threshold)
Final parameters for RollingLDA and change detection:

« Bild: memory.fallback=0, K =10,z =1,q = 0.85
o SZ: memory.fallback=0,K =10,z =1, = 0.85
« Welt: memory.fallback=2, K =10,z =1,q = 0.80
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C. Topic model results
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Figure 3: Monthly topic frequencies for Bild corpus
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Figure 4: Monthly topic frequencies for SZ corpus
Table 2
Top 10 words per topic for SZ corpus
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Figure 5: Monthly topic frequencies for Welt corpus
Table 3
Top 10 words per topic for Welt corpus
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