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Abstract

Hallucinations of large language models (LLMs) commonly occur in domain-specific downstream tasks, with no
exception in ontology matching (OM). The prevalence of using LLMs for OM raises the need for benchmarks to
better understand LLM hallucinations. The OAEI-LLM dataset is an extended version of the Ontology Alignment
Evaluation Initiative (OAEI) datasets that evaluate LLM-specific hallucinations in OM tasks. We outline the
methodology used in dataset construction and schema extension, and provide examples of potential use cases.
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1. Motivation

Large language models (LLMs) have shown incredible capabilities in natural language generation (NLG)
and question answering (QA). In the Semantic Web community, LLMs have recently been used in
ontology matching (OM). Although LLMs offer a strong background knowledge base for OM, they
may miss some true mappings and generate a number of false mappings. This phenomenon has been
observed in several recent papers in [1, 2, 3, 4, 5, 6]. It is mainly caused by LLM hallucinations, where
LLMs tend to generate synthesised answers when they do not have sufficient background knowledge or
have biased domain knowledge [7].

The conference track is one of the Ontology Alignment Evaluation Initiative (OAEI) [8] campaigns
that evaluates OM tasks in conference organisation. It includes several reference alignments be-
tween different ontologies related to research conference management [9, 10, 11, 12]. For example,
“http://cmt#Chairman” and “http://conference#Chair” form a pair of valid match in the CMT-Conference
alignment. LLMs can experience hallucinations when they mistakenly categorise a pair of matched
entities to be unmatched entities. This often happens because it is very difficult for LLMs to understand
polysemous words, such as where the word “chair” refers to the person who chairs the conference, and
not to the furniture used at the conference. LLM hallucinations can also occur when one of the matched
entities is mismatched with other entities. For example, LLMs may consider “chair” in the context of a
research conference to have a similar meaning to “conference chair”. Therefore, “http://conference#Chair”
can be mismatched to “http://cmt#ConferenceChair”. Both the former case of missing true mappings and
the latter case of generating false mappings will have a negative impact on the matching performance.
It seems feasible to mitigate LLM hallucinations using fine-tuning, but there are few datasets that can
be used to provide baseline references.

Established in 2004, OAEI has become the largest community of specified ontology matching chal-
lenges. Over the years, OAFEI has developed several multi-ontology tracks across a wide range of
topic domains. We observe that no tracks have covered the topic of LLM hallucinations in OM tasks.
For this reason, we propose to extend the current OAEI datasets to construct a new dataset called
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OAEI-LLM, which serves to measure the degree of hallucination by LLMs in OM tasks. The new dataset
compares the original human-labelled results with LLM-generated results, classifies different types of
hallucinations made by different LLMs, and records the information with a new schema extension. We
believe this dataset would benefit research in understanding LLM hallucinations in matching tasks and
thereby research in improving LLM-driven OM.

2. Methodology

2.1. Dataset Construction

Figure 1 illustrates the procedure for constructing the dataset. The original OAEI datasets provide three
files: the source ontology (O), the target ontology (O;), and their OAEI Reference (R,;). We implement
an LLM-based OM system to generate the alignment file LLM Alignment (Ay;,,). The system takes O
and O; as inputs and generates a set of predicted mappings. We constrain our mappings to the case of
only one-to-one mappings, that is, every entity in the source ontology is mapped to at most one entity
in the target, and each entity in the target ontology occurs in at most one mapping. The matching
assessment procedure detailed below will compare R,,,; with Ay, and find their differences.
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Figure 1: Procedure for constructing the dataset: an LLM Alignment of the source and target ontologies is
compared with the OAEI Reference and recorded in the OAEI-LLM Benchmark.

‘ LLM-based Matcher

For each mapping (el,e2) € R,,;, we consider that it is not an LLM hallucination if there exists
(e1’,e2") € Ay, such that el = el” and e2 = e2’. We categorise LLM mapping errors in three ways, as
shown in Table 1.

Table 1
Different types of LLM mapping errors.

Type Definition

Missing from LLM  For a specific pair (el,e2) € R, there is no pair (el’,e2") € Ay, that satisfies
(el = e1”) exclusive-or (e2 = e2’).

Missing from OAEl  For a specific pair (el’,e2’) € Ay, there is no pair (el,e2) € R, that satisfies
(el = e1”) exclusive-or (e2 = e2’).

Incorrect For a specific pair (e1, e2) € R,,,;, there exists a pair (e1’,e2") € Ay, that either satisfies
el = el” and e2 # €2’ or satisfies el # el” and e2 = e2’.

The matching assessment process identifies the alignment from which a missing mapping is missing.
It also determines a categorisation of incorrect mappings as follows:



» False-mapping: LLMs map the entity to an irrelevant entity.

« Disputed-mapping: LLMs map the entity to a relevant entity, but it does not align with the OAEI
Reference. We call this mapping type “disputed” because we cannot guarantee the OAEI Reference is
always correct. LLMs may discover a more precise matching entity.

« Align-up: LLMs map the entity to its intended superclass.

+ Align-down: LLMs map the entity into its intended subclass.

In practice, the notions of relevant and intended are implemented by the chosen matching assessment
process. We use an LLM-based evaluator for matching assessment, and directly query the LLM for
relevance and superclass and subclass relationships. At this time we cannot recommend a particular
LLM to be used.

2.2. Schema Extension

The OAEI tracks use a general alignment format derived from the Expressive and Declarative Ontology
Alignment Language (EDOAL) [13]. An example to represent a valid match of “http://cmt#Chairman”
and “http://conference#Chair” is illustrated as follows: Each mapping is recorded in a tag <Cell>. The
schema uses the tags <entityl> and <entity2> to record the pair of entities, the tag <measure> to present
their similarity, and the tag <relation> to indicate their relations.

We extend the current EDOAL mapping schema to record the new information related to LLM
hallucinations. The Simple Standard for Sharing Ontological Mappings (SSSOM) [14] could be an
alternative base to extend for our purpose. Code Snippet 1 illustrates an example of an OAEI-LLM
reference alignment using our proposed extended EDOAL mapping schema. For each mapping, different
types of hallucinations can occur in different LLMs. Each of them is recorded in the tag <hallucination>.
In the extended version of the example (shown in blue, green, and purple), the first segment depicts
the LLM hallucinations that occurred in claude-3-sonnet [15], which is a case of a mapping missing
from the LLM. The second segment illustrates the LLM hallucinations that occurred in llama-3-8b [16],
indicating an incorrect mapping to the entity “http://cmt#ConferenceChair”. The matching assessment
classifies this mapping as a disputed mapping.

Code Snippet 1: An example of an OAEI-LLM reference alignment using our proposed extended EDOAL
mapping schema. Text generated by Al tool Agent-OM [4] (an LLM-based ontology matching agent) is
shown in green. Text generated by Al tool LLM-based evaluator is shown in purple.

<map>
<Cell>
<entityl rdf:resource="http://cmt#Chairman"/>
<entity2 rdf:resource="http://conference#Chair"/>
<measure rdf:datatype="xsd:float">1.0</measure>
<relation>=</relation>
<hallucination>
<llm>claude-3-sonnet</11m>
<category>missing</category>
<source>1llm</source>
</hallucination>
<hallucination>
<llm>1lama-3-8b</11lm>
<category>incorrect</category>
<entityl rdf:resource="http://cmt#ConferenceChair"/>
<type>disputed-mapping</type>
</hallucination>
</Cell>
</map>




3. Potential Use Cases

3.1. Benchmarking LLMs for OM Tasks

Different LLMs can perform differently on the same OM task. However, running an LLM-based matcher
on a traditional OAEI dataset can only observe the differences in precision, recall, and F1 score. Using
the extended version of OAEI-LLM, we can additionally quantify the LLM errors made by counting each
of the different types of errors we have identified. Therefore, it becomes possible to understand the
tendency of LLMs to generate incorrect answers or to provide relevant but not precise answers. This
could also be a valuable supplement to enhance an LLM leaderboard for OM tasks. Indeed, this same
additional information on matching failures could also be helpful if adopted more widely by non-LLM
ontology matchers.

3.2. A Dataset for Fine-tuning LLMs Used in OM Tasks

Fine-tuning is a common approach used in LLMs to inject domain knowledge, but a significant amount
of data typically needs to be provided. Unlike the traditional OAEI datasets, which only provide
information on matched entities, OAEI-LLM provides extensive information identifying when and how
LLM hallucinations occur, and even the mismatched entities caused by LLM hallucinations. This could
be used to generate high-quality training data to fine-tune LLMs.

4. Limitations

In this paper, we only demonstrate the simplest one-to-one equivalent mappings. More generally,
the reference alignment can be incomplete or contain one-to-many mappings, while the matching
type can also go beyond equivalence to include subsumption matching and complex matching. Such
sophisticated cases may cause additional types of LLM hallucinations. Some LLM hallucinations could
be mitigated by providing more ontology structure as context to the LLM, for example, by employing
the locality principle of traditional matchers [17]. Nevertheless, the proposed benchmark dataset will
be useful until LLM-based matchers achieve perfection.

In our work to date we use a moderately simple LLM-based evaluator to perform the matching
assessment. The assessment may vary depending on the LLM used. A more sophisticated matching
assessment could use a voting process by multiple LLMs or human expert judgement to generate a
more reliable OAFI-LLM benchmark dataset.

5. Further Work

The OAEI tracks can be divided into three categories: schema matching (i.e. TBox matching), instance
matching (i.e. ABox matching), and interactive matching (i.e. matching that involves user interaction).
Correspondingly, OAEI-LLM will also have three variants.

« OAEI-LLM-T will focus on comprehending LLM hallucinations in the TBox, with a specific interest in
the formal use of terminologies in ontology design and implementation.

+ OAEI-LLM-A will focus on addressing LLM hallucinations in the ABox, in which an ontology contains
a schema together with many instance entities (similar to ontology-based knowledge graphs).

+ OAEI-LLM-I will focus on understanding how user interaction could be used to mitigate LLM halluci-
nations and estimating the level of user interaction required for LLM-based OM tasks.
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