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Abstract 
A generalized analytical machine learning model for neuro-like data encryption and decryption has been 
developed. The main components are a neuro network architecture shaper, a weights matrix calculator, and 
a macropartial product table calculator. The implementation of which reduces setup time. An analysis of 
recent research and publications on the relevance of problems in the implementation of neuro-like 
cryptographic data encryption is carried out. The paper formulates rules for the formation of a neuro-
network architecture. The structure of a neuro network for cryptographic data encryption is determined 
by the number of neuro elements. A weights matrix calculator has also been developed. For this purpose, 
the method of singular value decomposition and the Jacob rotation method were used to find eigenvectors 
and eigenvalues. A simulation model was developed to demonstrate the operation. A macropartial product 
table calculator based on the table-algorithmic method was developed. To implement these tasks, C# 
programming language and Visual Studio 2022 development environment were chosen. Windows Forms 
was chosen as the development technology. The Accord.Math library was added to the project for 
operations with matrixes. The practical value is that the developed tools provide fast calculation of 
coefficients for a given neural network architecture. As a result, the appliance of such generalized analytical 
model will ensure the speed of computational processes, including data encryption and decryption. 

Keywords  
neuron-like network; neuro element; macropartial products; tabular-algorithmic method; method of 
singular decomposition of the matrix; Jacobi rotation method; eigenvectors; eigenvalues 1 

1. Introduction 

The importance of secure data encryption is paramount in the modern digital landscape, where 
sensitive information is frequently transmitted and stored online. Cryptographic techniques are 
commonly employed to safeguard the confidentiality and integrity of data, but traditional methods 
can still be susceptible to attacks from hackers and other malicious entities. 

Neural-based data encryption is a promising new approach that uses artificial neural networks to 
encrypt and decrypt data. This approach is based on the principle that neural networks can learn 
complex patterns and relationships in data, making them well-suited for encryption tasks. 

However, one of the challenges in implementing neural-like data encryption is determining the 
optimal pre-settings for the neural network. This is where the generalized analytical model of pre-
setting comes in, as it provides a systematic approach to determine the optimal settings for a given 
data set and encryption task. 

Mobile smart systems refer to the combination of hardware and software solutions integrated 
into mobile devices, such as smartphones and tablets, which enable them to perform advanced 
computing, communication, and data processing tasks.  
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These systems are highly intelligent, self-contained platforms equipped with sensors, processors, 
storage, and connectivity features. The primary goal of mobile smart systems is to provide users with 
seamless interaction with digital services while maintaining security, efficiency, and user experience. 

One critical aspect of mobile smart systems is their ability to secure data through encryption. 
Encryption ensures that data transmitted over networks or stored on mobile devices is protected 
from unauthorized access. Mobile systems use various encryption protocols to safeguard user 
information, financial transactions, and communications. 

Thus, the development of a generalized analytical model of pre-settings for neural-like 
cryptographic data encryption is a relevant research topic, as it has the potential to improve the 
security and efficiency of data encryption in various fields, including finance, healthcare, and public 
administration. 

The object of research is the process of cryptographic encryption of data using neuron-like 
networks, as well as how weight coefficient matrices precomputation can be used to improve the 
efficiency and effectiveness of this process. 

The subject of the research is a generalized analytical model of weight coefficient matrices 
precomputation for neuron-like cryptographic data encryption, which is aimed at improving the 
security and efficiency of cryptographic systems through the usage of neural networks. 

The goal of this research is to develop a generalized analytical model for neuro-like cryptographic 
data encryption designed to enhance both the security and efficiency of encryption when compared 
to existing methods. Additionally, the study aims to assess the performance of the proposed model 
through a series of simulations and experiments. 

To achieve this goal, the following main tasks of the study are defined: 

• analysis of the latest research and publications; 
• choosing a Neural Network Architecture Shaper; 
• development of a program for calculating the weights matrix based on an improved method 

of singular value decomposition; 
• development of software for calculating the table of macropartial products. 

The scientific novelty of the obtained results lies in the development of a generalized model for 
the precomputation of weights matrices, specifically for implementing neuro-like data encryption.  

The core elements of the model include a neuro network architecture generator, a weights matrix 
calculator, and a macropartial product tables calculator. This proposed approach reduces the time 
required for the development of neuro-like networks 

The practical significance of the results lies in the fact that the developed generalized model for 
weights matrix precomputation enhances both the security and efficiency of the data encryption 
process. By leveraging this model, encryption becomes more robust against potential vulnerabilities, 
while also improving operational efficiency. 

2. Analysis of the latest research and publications 

Analysis of the trends in the data processing systems development shows increased usage of neural 
and neuron-like methods [1-3].  Paper [1] elaborates on economic growth prediction based on the 
artificial neural network algorithm and RBF neural network algorithm by combining the theory for 
economic forecasting and the characteristics of the BP neural network algorithm with the RBF neural 
network.  

In [2] considered the problem of handling sets of medical data and proposed an improved 
regression method based on artificial neural networks. Authors in [3] propose accurate performing 
network evaluation with the use of a graph convolutional network-based performance evaluation 
method for ultralarge-scale networks with significantly less time-consuming than traditional 
methods. 



One of the trends in the development of embedded systems is the usage of hardware-based 
implementation of neuron-like networks that requires developing particular components for these 
cases. A forward propagation channel model was proposed in [4], where adjustment of model 
weights was achieved by developing supervised learning Tempotron algorithm and oriented on 
STM32 chips. In [5], field-programmable gate arrays (FPGAs) are used to create hardware neural 
networks, and a larger neuron-like network can be implemented in this case at a lower cost.  

An image cryptosystem based on a non-linear component neuron-like scheme is proposed in [6]. 
Neuron-like learning algorithms realize a memorable diffusion algorithm and the inputs and weights 
of the neuron are regulated by the information of the image.  

Analysis of publications [7-9] shows that neural network cryptographic data protection is mainly 
implemented by software. The main disadvantage of such an implementation is the difficulty of 
providing real-time. In [7] presented an approach to the neuron-like network implementation, 
oriented on embedded systems for real-time cryptographic data protection with symmetric keys for 
onboard communication systems in unmanned aerial vehicles because of its suitability for hardware 
implementation.  

Neural cryptography is considered in [8], which is based on neural networks and  Vector-Valued 
Tree Parity Machine (VVTPM), which is a generalized architecture of TPM models proposed by 
authors. In [9], a neural cryptography based on the complex-valued tree parity machine network 
(CVTPM) is proposed, where the input, output, and weights of CVTPM are complex values and can 
be considered as an extension of TPM.  

In [10-13], the ways of adaptation of an auto-associative neural network with non-iterative 
learning to the tasks of cryptographic data protection are considered. Authors in [10] describe an 
auto-associative neural network concept of soft computing in combination with an encryption 
technique intended to send data securely on the communication network.  

In [11], the AES algorithm was described to secure data bits and also designed as a two-stage 
encryption and decryption algorithm that can be applied to IoT networks. Study [12] proposes a new 
PQC neural network intended to map a code-based PQC method to a neural network structure. This 
approach aimed to enhance the security of ciphertexts based on non-linear activation functions, 
random perturbation of ciphertexts, and uniform distribution of ciphertexts.  

The papers [13-15] analyze the main ways of development of on-board means of cryptographic 
protection of data transmission in real-time, which showed that a promising way of development is 
the use of neural network methods for data encryption and decryption. In [13] described the 
implementation of neuron-like data encryption using polynomials, where the structure of the device 
was developed with the usage of the base operation of neuron-like data encryption.  

The hardware programming language VHDL is used to develop the base operation of data 
encryption for implementation on the FPGA. A security framework based on cellular automata is 
proposed in [14], which is composed of three parts: entity authentication, data encryption, and 
decryption, where authentication is based on a zero-knowledge protocol. System robustness is 
realized in cases when a shared secret is not only an NP-complete problem but is dynamically 
transformed by two-dimensional cellular automata into a more complex secret key. 

The analysis of the papers shows [16-19] that for the preliminary calculation of the weights 
coefficients, the principal component method is used, which uses a system of eigenvectors that 
correspond to the eigenvalues of the covariance matrix of the input data. 

In [20] proposed an algorithm for calculating the scalar product of operands in a floating-point 
format using a table-algorithmic method and an algorithm for forming tables of macropartial 
products that are used for developing neuron-like networks.  

Analysis of the methods for calculating the dot product with weights coefficients, which are 
known in advance [21-24], showed that one of the most effective methods is the tabular-algorithmic 
one, which is reduced to the operations of reading macropartial products, addition, and shift. 



3. Results of the study and their discussion 

3.1. A generalized analytical model of machine learning for neuro-like encryption 
of data decryption 

A neuro-like structure for data protection is proposed, which is focused on the use of the encryption 
method with symmetric keys. In such a structure, the encryption key and the decryption key are the 
same. The decryption key can be obtained by mathematical transformations from the encryption 
key.  

Encryption is carried out over blocks of data using a key. The key in the case of using a neuron-
like structure consists of a given number of neurons in a neural network 𝑁, a matrix of calculated 
weights 𝑊௝௜.  

Next, let's look at the main stages of the data encryption and decryption process. 
The first step is to choose a neuron-like network architecture to encrypt and decrypt data. The 

architecture of a neuron-like network is determined by the number of neurons N, the number of 
inputs k,  and the number of bits of inputs m. Incoming messages that are encrypted can have 
different bits, n, and be transmitted to a different number of inputs, k, which are equal to the number 
of neurons N. The bit size of the message n and the number of inputs k determine the architecture of 
the neural network. 

Figure 1 shows the general structure of the neuro-like network used to encrypt data. 

 

Figure 1: The general structure of the neuro-like network used to encrypt data. 

However, the main disadvantage of classical neural networks, which significantly complicates 
their use in mobile smart systems, is the long learning process.  

The proposed neuron-like architecture makes it possible to carry out the process of training a 
neural network by directly calculating the matrix of weighting coefficients W.  

Once the values of the weighting matrix W are calculated, the basic operation of data encryption 
using such a neuron-like network is reduced to the procedure of multiplying the W weighting matrix  
by the input data vector 𝑥 according to the following formula: 

𝑦௝ = ተ
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(1) 

As a result, multiplying the matrix of weighting coefficients W by the input vector is 𝑥 reduced 
to performing N operations on calculating the dot product. 



Performing neuron-like cryptographic protection of data involves making pre-configurations. 
Such pre-configurations are reduced to the choice of the structure of the neuron-like network, the 
calculation of a matrix of weights coefficients, and a table of macropartial products. A generalized 
analytical model of presets is written as follows: 

𝑃ெ௜ = 𝑓௉ಾ೔
ቀ𝑓ௐ൫𝑓(௑→ே೘)൯ቁ, (2) 

where 𝑃ெ௜ – macropartial product; 𝑓௉ಾ೔
 – calculation of the macropartial products table; 𝑓ௐ – 

calculation of the matrix of weights; 𝑓(௑→ே೘) – formation of the structure of a neuron-like network, 
the parameters of which are determined by the bit width m of the message X and the bit depth of the 
inputs of the neuroelement n. 

3.2. Neural Network Architecture Shaper  

The structure of a neuron-like network for cryptographic data encryption is determined by the 
number of neuro-like elements, which are calculated using the formula: 

𝑁 =  
𝑛

𝑚
, (3) 

where N – is the number of neuro elements. For data with a bit width of m = 16, the number of 
neuro-like elements N can be 16, 8, 4, and 2 with the number of inputs n 1, 2, 4, and 8, respectively. 

3.3. Simulation model for calculating matrices of weights coefficients  

The general formula for the Singular Value Decomposition (SVD) method is the next: 

𝐴 = 𝑈𝐷𝑉் , (4) 

where A is an Nxn input data matrix; U is a left singular NxN matrix, columns contain 
eigenvectors of the AAT matrix; D is a diagonal Nxn matrix containing singular (eigen) values; V is 
a right singular Nxn matrix, columns contain eigenvectors of the ATA matrix. 

The calculation of eigenvalues and eigenvectors is performed using the Jacobi rotation method, 
in which the calculation of eigenvalues and eigenvectors of a symmetric matrix is performed 
iteratively. This process of calculating eigenvectors is known as diagonalization. To construct this 
sequence, a specially selected rotation matrix Ji is used, the norm of the supra-diagonal part of which 
is calculated as follows: 

ቚห𝐴(௜)หቚ
௢௙௙

= ඨ ෍ ቀ𝑎௝௞
(௜)

ቁ
ଶ

ଵஸ௝ழ఑ஸఔ

, 
 
(5) 

and decreases with each two-way rotation of the matrix: 

𝐴(௜ାଵ) = 𝐽௜
் ⋅ 𝐴(௜) ⋅ 𝐽௜ (6) 

To calculate the U matrix using the Jacobi method, the result of the AAT product is passed, and to 
find the V matrix, the result of the ATA product is passed. When finding the D matrix, it is enough 
to take the eigenvalues that were found when calculating the U matrix or the V matrix and place 
them on the main diagonal. After finding the matrices U, V, and D, the weight coefficients are 
calculated using the following formula: 

𝐴𝑤 = 𝑈𝐷, (7) 

where A is an input matrix of dimension N×n, W is a weighting matrix of dimension n×n. The 
weights matrix W is calculated by the following formula: 

𝑤 = 𝐴ିଵ ⋅ 𝑈𝐷, (8) 

where the matrix A-1 is equal to: 



𝐴ିଵ = 𝑉𝐷ିଵ ⋅ 𝑈் (9) 

To calculate the weights coefficients matrix, the singular value decomposition method was used: 

𝑊 = 𝑉𝐷ିଵ𝑈்𝑈𝐷, (10) 

where U – a left singular matrix N x N, the columns contain the eigenvectors of the matrix AAT; 
D – a diagonal matrix N x n containing singular (eigen) values; V – a right singular matrix n x n, the 
columns contain the eigenvectors of the ATA matrix. A is the input matrix N x n. 

Figure 2 presents the table that was used for the simulation. The parameters in this case will be 
the next: N =8, n = 8, m = 2. 
 

1 1 0 1 1 0 0 1 0 1 1 0 1 0 1 1 
1 0 0 0 0 1 1 0 0 1 0 1 1 0 1 1 
1 0 1 0 1 0 0 0 1 1 1 0 1 0 1 0 
1 0 0 0 1 0 1 1 0 0 0 1 0 1 1 1 
0 1 0 0 1 1 0 1 1 1 1 0 0 0 0 1 
1 0 0 1 0 0 1 1 0 1 1 1 0 1 0 0 
0 1 0 0 0 0 1 0 0 1 0 0 1 0 0 0 
0 0 1 0 0 1 0 1 0 1 0 0 0 1 1 1 
1 0 0 1 1 1 0 0 0 1 0 1 0 0 1 0 
0 1 1 0 1 1 1 1 1 1 1 1 0 1 0 0 
1 0 1 0 0 0 1 1 1 1 0 0 0 0 0 1 
0 1 0 1 0 1 0 1 0 1 1 1 0 0 0 1 
0 1 1 0 0 0 1 1 0 1 0 0 0 1 0 1 

Figure 2: Learning matrix for weights calculation. 

 

Figure 3: User interface of the simulation model software for calculating weight. 



The dimension of the weights tables is determined by the number of neuro-like elements on the 
basis of which the neuro-like network is synthesized. For example, to encrypt data, neuron-like 
networks with the number of neuro-like elements of 16, 8, 4, and 2 may be used. The dimensions of 
the matrices of weights coefficients for such neuron-like networks will be 16×16, 8×8, 4×4, and 2×2, 
respectively.  

A simulation model software was developed to calculate the neuron weight in the case of 
cryptographic encryption of incoming data. The software implementation was carried out by C# 
programming language in the Visual Studio 2022 development environment using the Windows 
Forms development technology (Fig.3).  

The developed simulation model software provides a calculation of a matrix of weights for a given 
structure of a neuro-like network. The user interface of the simulation model for calculating 
weighting coefficients is shown. 

3.4. Simulation model for calculating macropartial product tables  

Calculating macro partial product tables for floating-point weights (where wj is the mantissa Wj of 
the weights, and Wj is the order of the weights) involves the following operations:  

 determining the largest common order of the weight’s coefficients ; 
 calculating the order difference for each weighting coefficient Wj ;  
 shift to the right of the mantissa wj by the order difference ; 
 determining the maximum number of overflow bits q for macro-partial products PMi; 
 obtaining scaled mantises by shifting them to the right by q overflow bits of the calculated 

macro-partial products PMi; 
 adding the number of overflow bits to the highest common order. 

The table of macropartial products is calculated using the following formula: 

𝑃ெ௜ =

⎩
⎪
⎪
⎨

⎪
⎪
⎧

0, 𝑖𝑓 𝑥ଵ௜ = 𝑥ଶ௜ = 𝑥ଷ௜ =. . . = 𝑥ே௜ = 0                                

𝑤ଵ
௛, 𝑖𝑓 𝑥ଵ௜ = 1, 𝑥ଶ௜ = 𝑥ଷ௜ =. . . = 𝑥ே௜ = 0                         

𝑤ଶ
௛ , 𝑖𝑓 𝑥ଵ௜ = 0, 𝑥ଶ௜ = 1, 𝑥ଷ௜ =. . . = 𝑥ே௜ = 0                     

𝑤ଵ
௛ + 𝑤ଶ

௛ , 𝑖𝑓 𝑥ଵ௜ = 1, 𝑥ଶ௜ = 1, 𝑥ଷ௜ =. . . = 𝑥ே௜ = 0         
⋮                                                                                                          

𝑤ଶ
௛ + ⋯ + 𝑤ே,

௛ 𝑖𝑓 𝑥ଵ௜ = 0, 𝑥ଶ௜ = 𝑥ଷ௜ =. . . = 𝑥ே௜ = 1      

𝑤ଵ
௛ + 𝑤ଶ

௛+. . . +𝑤ே
௛, 𝑖𝑓 𝑥ଵ௜ = 𝑥ଶ௜ = 𝑥ଷ௜ =. . . = 𝑥ே௜ = 1

, 

(11) 

where 𝑥ଵ௜ , 𝑥ଶ௜ , 𝑥ଷ௜ , … , 𝑥ே௜ – table address inputs, 𝑤௝
௛– the mantissa Wj of the weights is reduced 

to the largest common order. 
The number of macro-partial product tables for encrypting/decrypting commands is equal to the 

number of neuronal elements in the network. The amount of memory required to store the macro-
partial product table is equal to: 

𝑄 = 2୩, (12) 

where k is the number of inputs of the neural element. 
For neural networks with 16, 8, 4, and 2 neural elements, the number of tables and their sizes are 

respectively equal: 16 tables with a volume of Q=216. 
 



 

Figure 4: User interface of the simulation model software for calculating the macropartial products 
table. 

On Figure 5 presented the weights matrix used for experiment 

0,2365 -0,0436 -0,0413 0,0702 0,2453 -0,097 -0,8856 0,2861 
0,1322 -0,4923 -0,0464 -0,1332 -0,8273 -0,0889 -0,1668 0,0035 
0,1567 0,3824 0,2335 0,8059 -0,3371 -0,0931 0,0096 0,0525 
0,2542 0,4588 0,6344 -0,5124 -0,1834 0,1373 -0,0836 0,0219 
0,2234 -0,0371 0,0224 0,0668 0,0859 -0,0083 -0,2139 -0,9438 
0,5489 -0,2009 0,1376 -0,0496 0,2193 -0,6944 0,3128 0,0929 
0,3888 0,5098 -0,7202 -0,1861 -0,1812 -0,0012 0,0523 0,0134 
0,5787 -0,3118 0,0313 0,1544 0,1409 0,688 0,1848 0,1253 

Figure 5: Weights matrix used for calculations. 

To demonstrate the operation of the program, an example was prepared for working with the 
following architecture: m=2, k=8, N=8, as well as a matrix of weights coefficients for a neuro-like 
network with 8 neuro elements. 

4. Conclusions 

A software model for the implementation of neuro-like data encryption and decryption has been 
developed. The main components: neural network architecture shaper, the weights matrix calculator, 
and the macropartial product table calculator. 

An imitation model was developed and a user interface for calculating weights matrices for a 
given neural architecture was presented. 

An imitation model and a user interface for calculating macropartial product tables for the table-
algorithmic implementation of a scalar product are developed. 

The use of the developed models reduces the time of setting up neural networks for computational 
processes, including data encryption and decryption. 
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