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Abstract

Social media platforms are a vital source of information in times of natural and man-made disasters.
People use social media to report updates about injured or dead people, infrastructure damage, missing
or found people among other information. Studies show that social media data, if processed timely
and effectively, could provide important insight to humanitarian organizations to plan relief activities.
However, real-time analysis of social media data using machine learning algorithms poses multiple
challenges and requires processing large amounts of labeled data. Multi-modal Twitter Datasets from
Natural Disasters (CrisisMMD) is one of the dataset that provide annotations as well as textual and
image data to help researchers develop a crisis response system. In this paper, we analyzed multi-modal
data from CrisisMMD, related to seven major natural calamities like earthquakes, floods, hurricanes,
wildfires, etc., and proposed an effective fusion-based decision making technique to classify social media
data into Informative and Non-informative categories. The Informative tweets are then classified into
various humanitarian categories such as rescue volunteering or donation efforts, not-humanitarian,
infrastructure and utility damage, affected individuals, and other relevant information. The proposed
multi-modal fusion methodology outperforms the text tweets-based baseline by 6.98% in the Informative
category and 11.2% in the Humanitarian category, while it outperforms image tweets-based baselines by
4.5% in the Informative category and 6.39% in the humanitarian category.
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1. Introduction

Event analysis using social media is a widely researched topic and it helps in identifying trending
topics, gives a sense of public sentiments about events that happen at a particular location [1].
With ever increasing access to mobile devices and social media platforms, information related
to events like natural disasters is posted on social media like Facebook, Instagram, and Twitter.
Although sharing of such information is useful for humanitarian support, rampant sharing of
crisis related posts has led to the need of categorizing data into Informative vs Non-Informative.
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The Information is then categorized into various humanitarian aid categories. Humanitarian
aid workers [2] help people during crisis events to save lives, reduce suffering and rebuild
affected communities. It ensures that basic necessities like food, water, shelter, and medical
assistance are provided to all affected individuals. Words in tweets such as ‘caution’, ‘help
needed’, ‘warnings’, ‘rescue’, and ‘donation request’ fall into the category of Informative class.
Tweets that do not shed any light related to disasters are considered Non-Informative. A social
media post brings in attention and aids in getting help from Humanitarian aid workers.

Social media posts with different types (text, images, videos) of information are found to be
able to provide the best results. Different modalities of information provide complementary
signals about a concept, an item, or an incident. It is even more accurate to draw conclusions
using a variety of methods rather than one. This well-researched approach to machine learning
has been used in a variety of domains, including audio-visual analysis [3], cross-modal study
[4],[5], and speech processing [6]. In order to help humanitarian organizations [2] plan, mitigate,
respond to, and facilitate recovery from disasters, it is necessary to conduct time-critical analyses
of the multimedia information uploaded on social media during the crisis. The majority of prior
research that used social media data to analyze catastrophic occurrences focuses on text data
[7]. Concentrating on a particular mode of data might miss information in some circumstances.
To overcome this limitation, this research focuses on the combination of text and visual data. A
powerful model has been built using these two types of data and deep learning techniques.

Social media data contains a wealth of information about environmental conditions, human
activities, and geographic data that data scientists or domain scientists can analyze. Social
media contains wide variety of data like text, images, and videos. For instance, timestamps, user
tweets, geo-location and retweets, are also included in Twitter posts [8]. Wu et al. [9] proposed
a multi-label multimodal which captures correlation and independence between modalities
and can very well adapt to label inconsistency. A single tweet image can render information
about the situation before and after the disaster. For example, by posting a picture of a flooded
road on social media, helps others to divert to a different route. Disaster management plays a
vital role in alleviating and reducing loss of life and infrastructure damage. Social media is an
additional source of information beyond what was traditionally available using sensors, video
streaming and satellite information can facilitate effective disaster management. The ubiquity
of social media has enabled humans to post information about disaster, which can assist in
disaster management.

We aim to develop a robust classification system that combines text and image modality to
predict whether the tweet is informative or not and whether it is suitable for humanitarian aid
workers. For this task, fusion of text and image tweets are used to implement multi-modal
classification system.

In summary, the main contributions of this work are as follows:

« Evaluating the accuracy of text features using the model DistilBERT for classification of
tweet text in CrisisMMD dataset [10].

« Analyzing the accuracy of several pre-trained CNN architectures like VGG16, VGG19 [11],
ResNet50 [12], DenseNet121 [13] and RegNetY320 [14] on CrisisMMD for classification



of Image tweets.

« Comparative evaluation of various deep learning architectures on the combination of
image and text tweets from CrisisMMD dataset.

The rest of this paper is structured as follows: In Section 2 prior work is discussed. Section
3 presents the dataset used in this study along with information about experiment protocols.
Section 4 share insights from the experimental results for experiments on text, image and
combined text and image modes. Section 5 provides the conclusions arising from this work.

2. Prior work

Several previous studies have shown that pictures posted on the internet following a crisis event
may benefit humanitarian groups in a variety of ways. For example, images from Twitter may
allow determination of the extent of the damage to the infrastructure. Daly et al. [15] studied
the occurrence of fire in geotagged Flickr photos by considering only the images. The Fast
Library for Approximate Nearest Neighbors (FLANN) was used to build a visual vocabulary
of K-means, clustered key points of the image. Alam et al. [4] developed a mechanism to
purify noisy social media imagery data by removing duplicate, near-duplicate and irrelevant
image content. It then uses VGG-16 to classify the social media photos to extract information
during an on-going crisis to create core situational awareness and to assess the severity of
damage. Chen et al. [16] studies the correlation between tweet texts and tweet images in
relevant and irrelevant tweets and uses SIFT descriptors, clustering them to form descriptors.
Mouzannar et al. [17] conducted a study to detect damage that considered both human and
environmental consequences. Six categories, including: infrastructure damage; environmental
damage; injuries; and fatalities, were identified in the collection of multi-modal social media
postings, which were used to examine alternative multi-modal modeling settings according
to different categories. Using a decision fusion methodology for crisis-related social media
data, Gautam et al. [18] examined uni-modal and multi-modal methodologies to classify tweet
text and image combinations into informative and non-informative classes. Semi-supervised
auto-encoding with sequential variation was developed to solve the shortcomings of a semi-
supervised encoder for text classification using RNNs. LSTM structures and unlabeled data
were utilized to assess the encoder’s performance.

3. Dataset and Protocol

3.1. Dataset

During natural and man-made disasters, people use social media platforms such as Twitter,
Facebook and Instagram to post textual and multimedia content to report updates about injuries
or death, infrastructure damage and missing or found people among other information types.
Studies have revealed that this information, if processed contemporaneously and effectively, is
extremely useful for humanitarian organizations to gain situational awareness and plan relief
operations.



(a) Hurricane Irma (b) Mexico Earthquake (c) Hurricane Harvey

Figure 1: Image tweets from different disaster events

We used the Multimodal Crisis (CrisisMMD) [10] which consists of thousands of tweet texts
and images, annotated by hand, collected during multiple major natural calamities including
earthquakes, floods, hurricanes and wildfires in 2017 in various parts of the world. Fig 1 shows
sample image tweets pertaining to particular disasters. The data was annotated for three tasks:
(i) Informative vs Non-informative; (ii) Humanitarian Categories (8 classes); and (iii) Damage
Severity Assessment (3 classes). Train, Validation and Test set is used exactly as provided by
the CrisisMMD dataset rather than using 20:80 ratio which could result in overfitting.

« Informative vs Non-Informative: The purpose of this task is to determine whether
the tweet and the image posted with the tweet during the disaster was useful for
humanitarian aid purposes. If the tweet was useful for humanitarian aid, it was
considered as an informative tweet. The number of data points used in the dataset for
Informative vs Non-Informative tweets with text tweets, image tweets (Table - 1) and
(text + image tweets) is shown in (Table-2).

« Humanitarian Categories: The goal of this task is to find out what information was
communicated in a tweet text/image during a crisis. This information was used to
classify a tweet text/image into one of the following categories: (i) Rescue volunteering or
donation effect; (ii) Not-humanitarian; (iii) Infrastructure and utility damage; (iv) Other
relevant information; and (v) Affected Individuals. Table-3 provides the total number of
tweets in each Humanitarian category.

An important aspect of the CrisisMMD dataset is that co-occurring tweet text and image
pairs have different labels for the same task because text and image modality were annotated
separately and independently. Therefore, in this experiment, we consider only a subset of the
original dataset where text and image pairs has the same label for a given task.

3.2. Experiments Conducted

Classification of tweets into Informative vs Non-Informative and Humanitarian categories fell
into three separate classification experiments where we trained the models using: (i) text tweets;
(ii) image tweets; and (iii) a fusion of text and image tweets.



Table 1

Dataset: Text and Images for Classification of Informative Vs Non-Informative Categories

Text Modality Image Modality
Informative | Non-Informative | Total | Informative | Non-Informative | Total
Train 5546 2747 8293 6345 3256 9601
Validation 1056 517 1573 1056 517 1573
Test 1030 504 1534 1030 504 1534
Total 7632 3768 11400 8431 4277 12708
Table 2

Dataset: Fusion of Text and Images for Classification of Informative Vs Non-Informative Categories

Text + Image Modality
Informative | Non-Informative | Total
Train 6345 3256 9601
Validation 1056 517 1573
Test 1030 504 1534
Total 8431 4277 12708
Table 3
Dataset: Humanitarian Categories with Both Text and Image Tweets
Train | Validation | Test | Total
Rescue volunteering or donation effort (R) | 912 149 126 | 1187
Not-humanitarian (N) 3252 521 504 | 4277
Infrastructure and utility damage (1) 612 80 81 773
Other relevant information (O) 1279 239 235 | 1753
Affected individuals (A) 71 9 9 89
Total 6126 998 955 | 8079

3.2.1. Experiment #1: Text Modality for Disaster Response Assessment

Pre-trained DistilBert model [19] was used to classify tweet texts into Informative vs Non-
Informative and Humanitarian categories. The Bert model was pretrained on the concatenation
of two corpora: BookCorpus [20] and English Wikipedia [21]. BookCorpus was a massive
collection of free novel books created by unpublished writers with 11,038 novels (about 74M
phrases and 1 billion words) divided into 16 distinct sub-genres. English Wikipedia dataset
contained clean articles of all languages, which was built from a Wikipedia dump with one split
per language. Even though we used Bert pretrained on English Wikipedia and BookCorpus,
this research work can be extended with Bert pretrained on Twitter corpus[22] to improve
performance. Tweets on social media are typically cluttered with many icons, emoticons, and
unseen characters. In order to remove stop words, HTML tags, URLs, alphanumeric letters,
hash tags, and special characters from each tweet, we used NLTK. After preprocessing, based
on empirical evidence and existing literature, each tweet text was then tokenized to a maximum
length of 24 and then converted into feature vector of length 768 using the pre-trained DistilBert
model(base uncased) with a batch size of 32, dropout rate of 0.2 and attention rate of 0.2 with



output hidden state True. Features vectors were then passed through a fully connected hidden
layers architecture (512 — 256 — 64) followed by an output layer. RELU was used as an activation
function between fully connected layers and for output layer sigmoid was used for Informative
vs Non-informative classes and softmax for Humanitarian categories.

3.2.2. Experiment #2: Image Modality for Disaster Response Assessment

In order to take advantage of features from ImageNet, transfer learning was used to extract
features from the images. Models were initialized with pretrained ImageNet [23] weights. CNN
models like VGG16, VGG19, ResNet50, DenseNet121 and RegNetY320 models were used for
classifying tweet images into Informative vs Non-informative and Humanitarian categories.
For models like VGG16 and VGG19 [11], feature vector of length 4096 were extracted from
fully connected layer (FC2) and for ResNet50 [12], DenseNet121 [13], RegNetY320 [14] feature
vector of length 2048, 1024, 3712 respectively were extracted. Features vectors were then passed
through fully connected Dense layers (2048 - 1024 - 256 - 64) followed by an output layer. Relu
was used as an activation in fully connected layers and Sigmoid for output layer for Informative
vs Non-informative and softmax for Humanitarian categories.

3.2.3. Experiment #3: Text and Image Modality Fusion For Disaster Response
Assessment

Text feature vectors extracted from Pretrained DistilBert for tweet texts and Image feature
vectors extracted from different transfer learning based CNN models for tweet images were
concatenated. For example, model like Bert+VGG16 (768 + 4096), Bert+VGG19 (768 + 4096),
Bert+ResNet50 (768 + 2048), Bert+DenseNet121 (768 + 1024) , Bert+RegNetY320 (768 + 3712),
features vectors were then passed through a fully connected hidden layers architecture (2048
- 1024 - 256 - 64) followed by an output layer. ReLU was used as an activation between fully
connected layers and for output layer as sigmoid for Informative vs Non-informative and
softmax for Humanitarian categories. Adam optimizer, activation function ReLU, 100 epochs,
Batch size of 32, 64, learning rates of 3e™4 2¢74 2¢73, 3¢73 were used as hyperparameters while
conducting the following experiments with an early stopping criteria.

4. Results and Discussion

To measure the performance of algorithms used in all the three experiments, accuracy, precision,
recall and F1 score are used as metrics. There have been three sets of experiments performed
on text, image and text + image modalities.

4.1. Experiment #1: Performance Evaluation of DistiI BERT model for Text
modality

Table-4 lists the results of the performance of DistilBERT on text tweets in the classification
of Informative vs Non-Informative and Humanitarian Categories. It can be observed that
DistilBERT on text modality performed better than most of the state-of-the-art deep learning



Table 4
Text modality results for Informative and Humanitarian categories

Text Modality Informativ? Vs Humani?arian
Non-Informative (%) | Categories(%)
Train Accuracy 99.98 100
Validation Accuracy 79.98 77.15
Test Accuracy 82.65 75.39
Precision 86.31 75.39
Recall 88.15 75.39
F1 Score 87.22 75.39
Table 5
Accuracy (%) for Informative vs Non-informative using Image modality
Model VGG16 | VGG19 | ResNet50 | DenseNet121 | RegNetY320
Train Accuracy 99.86 99.80 99.67 99.79 99.90
Validation Accuracy | 83.34 83.28 83.53 82.64 84.23
Test Accuracy 83.11 83.18 83.11 83.63 85.13
Precision 86.12 86.07 89.53 85.12 87.19
Recall 89.22 89.41 84.75 91.65 91.26
F1 Score 87.64 87.71 87.08 88.26 89.18

methods by providing a test accuracy of 82.65%, precision of 86.31, recall of 88.15, F1 score of
87.22 on Informative vs Non-Informative categories and 75.39% test accuracy, precision of 75.39,
recall of 75.39 and F1 score of 75.39 on Humanitarian categories.

4.2. Experiment #2: Performance Evaluation of CNN models on Image
modality

Table 5 summarizes the results of various deep-learning based techniques to classify social
media images into Informative vs Non-Informative categories. RegNetY320 gave the best test
accuracy of 85.13%. When comparing the precision and recall, ResNet50 gave a better precision
of 89.53%, DenseNet121 gave a better recall of 91.65% and RegNetY320 gave an F1 score of 89.18.
Table-6 shows the results of various deep learning methods to classify social media images
into various humanitarian categories. While classifying Humanitarian categories using image
modality. Using the pretrained deep learning models, it can be concluded that RegNetY320 gave
better performance compared to other CNN models with test accuracy of 80.20%, precision of
80.20, recall of 80.20 and F1 score of 80.20.

4.3. Experiment #3: Performance Evaluation of Fusion of the Text and Image
modality

Table-7 shows train accuracy, validation accuracy, test accuracy, precision, recall and F1 score
of deep learning models on fusion of text and image modality in classifying informative Vs
non-informative. It can be observed that Bert model on text combined with RegNetY320 on



Table 6
Accuracy (%) for Humanitarian Categories using Image modality

Model VGG16 | VGG19 | ResNet50 | DenseNet121 | RegNetY320
Train Accuracy 99.49 99.60 98.41 99.37 99.77
Validation Accuracy 73.74 75.15 73.44 74.74 77.65
Test Accuracy 73.5 76.23 77.17 76.12 80.20
Precision 73.5 76.23 7717 76.12 80.20
Recall 73.5 76.23 7717 76.12 80.20
F1 Score 73.5 76.23 7717 76.12 80.20
Table 7
Accuracy (%) for Informative vs Non-Informative using Text + Image Modality
Model Bert + Bert + Bert + Bert + Bert +
VGG16 | VGG19 | ResNet50 | Dense121 | RegNetY320
Train Accuracy 99.94 99.96 100 100 100
Validation Accuracy 86.01 86.52 89.06 88.55 89.63
Test Accuracy 86.5 86.83 88.00 89.50 89.63
Precision 86.5 86.83 88.00 89.50 89.63
Recall 86.5 86.83 88.00 89.50 89.63
F1 Score 86.5 86.83 88.00 89.50 89.63
Table 8
Accuracy(%) for Humanitarian categories using Text + Image Modality
Model Bert + Bert + Bert + Bert + Bert +
ode VGG16 | VGG19 | ResNet50 | Densel121 | RegNetY320
Train Accuracy 100 100 100 100 100
Validation Accuracy | 80.96 81.36 82.26 83.76 84.16
Test Accuracy 82.40 81.67 84.71 85.96 86.59
Precision 82.40 81.67 84.71 85.86 86.59
Recall 82.40 81.67 84.71 85.96 86.59
F1 Score 82.40 81.67 84.71 85.96 86.59

images performs better than text only or image only results with a with a test accuracy of
89.63%, precision of 89.63, recall of 89.63 and f1 score of 89.63. Table-8 shows train accuracy,
validation accuracy, test accuracy, precision, recall and F1 score of deep learning models on
fusion of text and image modality in classifying Humanitarian categories. The results shows
that Bert model on text combined with RegNetY320 on images performs better compared to text
only or image only results with a test accuracy of 86.59%, precision of 86.59, recall of 86.59 and
f1 score of 86.59. Table-9 shows a comparison of test accuracy produced by our methods
and the state-of-the-art methods which uses CrisisMMD. Bert + RegNetY320 gave 5.23%
and 8.19% increase in informative vs non-informative and humanitarian category test accuracy
when compared with [5].



Table 9
Performance comparison with the State-of-the-art methods evaluated on CrisisMMD dataset

Model Informativeness Classification | Humanitarian Classification
Test accuracy (%) Test Accuracy (%)

Bert + RegNetY320 89.63 86.59

Ofli et al. [5] 84.40 78.40

5. Conclusions

The abundance of social media data clearly indicates the possibility of image processing research
mainly by assisting humanitarian aid workers. This paper proposes multi-modal deep learning
methodology for analyzing tweets using both textual and image tweets. Experimental results
suggest that fusion of text and image tweets using Multi-modal deep learning model on Crisis-
MMD dataset performs better than either the single text or image modality. As part of future
work, we will explore advanced fusion-techniques for combining text and image modalities and
advanced deep learning models such as those based on attention mechanism to improve the
classification performance.
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