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Abstract  
The mechanism of creation and further activity of fictitious enterprises is constantly improved, 

and this one requires the use of adequate means to combat them. The method of fictitious 

enterprise detection on the basis of machine learning, namely Logistic Regression is offered. 

The developed method is represented by an algorithm and implemented in the software R 

environment. For example, a binary sample of 1048 enterprises was selected, of which 390 

were fictitious. An EDA analysis was performed, which makes it possible to analyze the set 

and perform data cleaning if necessary. The correlation diagram shows that most of the 

parameters are slightly correlated with each other, only partially correlated with the parameter 

K205.  
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1. Introduction 

Shadow commodity-money transactions carried out using fictitious entrepreneurship are of concern 

in the economy of any country. Components of this criminal activity are commercial banks, a network 

of fictitious enterprises, legal enterprises. At the same time, fictitious entrepreneurship is an instrument 

of committing a number of mercenary crimes, in particular, tax evasion, smuggling, fraud with financial 

resources, etc. The spread of fictitious entrepreneurship is due to various reasons. For example, in 

Ukraine this has happened due to the long-term legal unregulation of private property, market and other 

social relations in the past and the imperfection of the state and legal mechanism for regulating business 

activities in modern conditions. Every year, the fiscal authorities of Ukraine alone identify about 6,000 

fictitious legal entities. Given that the average turnover through the accounts of each of these categories 

of enterprises is about 5 billion dollars, budget losses from VAT alone amount to about 200 million 

USD dollars annually [21]. 

According to OLAF in 2020 (the year of the fight against COVID-19), 230 investigations were 

completed, 375 recommendations were issued to relevant national and European authorities, € 293.4 

million was recommended for recovery in the EU budget and 290 new studies were opened after 1,098 

preliminary analyzes. conducted by OLAF experts [26]. 

Defining an economic crime is a rather time-consuming procedure for law enforcement officers. 

Therefore, the development of an effective approach to identifying a fictitious enterprise is relevant. 
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This paper proposes a method for detecting a fictitious enterprise based on classical machine 

learning, namely Logistic Regression, the structure of which is as follows. Section 2 discusses the 

analysis of related work; Section 3 presents the method of classification of fictitious enterprises based 

on Logistic Regression, and Section 4 the implementation of the algorithm itself. Section 5 presents the 

conclusions of the study. 

2. Related Work 

Classification methods based on logistic regression are used in many areas: classification of tweet 

authors [4]; detection of fake news on social networks [5]; classification of diseases [6]; bankruptcy 

forecasting [7]; classification of production processes [8]; classification of text and images [9, 24]; in 

tourism [10]; cash flow forecasting [20]. 

In the article [29, 30] the research in the decision of the supposed good and unintentional bad 

consequences of application of artificial intelligence in financial crimes is carried out. In [1] a new 

machine learning system for adult and adolescent autism screening has been proposed, which contains 

vital features and performs predictive analysis using logistic regression to identify important 

information related to autism screening. Article [2] proposes a model for predicting the dismissal of 

employees based on machine learning. The prediction model is implemented using logistic regression 

using the cross-entropy function as the objective function and using Newton’s method and 

regularization to optimize the model. In order to achieve the best, the logical regression of the kernel 

based on the confusion matrix (CM-KLOGR) is also proposed in [3]. 

The article [15] discusses the latest economic research on tax compliance and their application. 

Based on a unique set of data [13] on the leakage of client lists from offshore financial institutions, it 

was found that tax evasion is very concentrated among the rich. The document [14] uses administrative 

microdata to study the impact of law enforcement efforts on taxpayers’ reporting of offshore accounts 

and revenues. Increasing the exchange of information between countries is a key policy tool in the fight 

against cross-border tax evasion, in [16] the short-term effect of the Common Reporting Standard 

(CRS). CRS is the first global multilateral standard for automatic exchange of information. In [12], a 

model of tax evasion was developed. In [18], a model is proposed to study the relationship between 

economic growth and both types of income tax evasion. 

Article [19] examines the issues of tax avoidance and the evolution of tax evasion, highlighting the 

factors that influence the emergence of these phenomena from a historical point of view: it is determined 

who is a typical fraudster, as auditors can identify problems with tax evasion and avoidance of pay taxes 

because they know better the type of person who can commit tax fraud, as this can be seen as an element 

of risk in the audit. To combat tax evasion, the OECD has developed an automatic information exchange 

(AIE) standard, in [17], the factors that explain the differences between the two information exchange 

mechanisms in the implementation of the AIE standard. The results of the study show that the 

differences are influenced by existing IT capabilities, compatibility, trust between information 

exchange partners, differences in power, inter-organizational relations and the expected benefits of 

implementing such mechanisms. Article [28] examines the processes of money laundering or, more 

broadly, illegal financial transactions, such as terrorist financing. 

It should be noted that the above-mentioned works do not describe the detection of fictitious 

enterprises with the help of information technology. On the other hand, the closest analogues [1-3], 

representing the Logistic Regression classification, do not investigate the use of this method to 

determine a fictitious enterprise. 

Thus, the purpose of this article is to develop a method of classification of fictitious enterprises on 

the basis of Logistic Regression as a basis for the appropriate software environment. 

3. Materials and Methods 

To be able to quickly identify a fictitious enterprise, a method of classification of fictitious 

enterprises based on machine learning by the Logistic Regression method has been developed. The 

advantages of the logistic regression method are: well studied; very fast, can work on very large 

samples; practically out of competition, when the signs are very many (from hundreds of thousands and 



more), and they are sparse; the coefficients before the signs can be interpreted; gives the probability of 

assignment to different classes. The disadvantages of this method are: they work poorly in problems in 

which the dependence of the answers on the signs is complex, nonlinear. 

The developed method is represented by an algorithm (Fig. 1) and the following steps. 

Step 1. At the beginning the data are entered: enterprise code (ID); parameter for determining the 

fictitiousness of the enterprise (Fit); company name (Company); legal address (Address); physical 

address (FAddress1,… FAddressn); KVED; names of managers (PIPKER); photo equipment with 

geolocation (Foto); availability of a register of legal entities and individuals (EDR) in a single database; 

availability in the database of VAT payers (P); timely payment of taxes (PO); availability of settlements 

with co-agents (K); information on the presence of company executives in the state register of 

declarations (VKK); availability of licenses according to NACE (L); the presence of criminal cases 

under Art. 205 of the Criminal Code of Ukraine (K205); presence of mentions of company executives 

with keywords: criminal case, corruption, offshore accounts, etc. (ZMI); availability of land at the legal 

or physical address (ZD); availability of registered trademarks and services, database of industrial 

marks, database of inventions and other databases of the Institute of Industrial Property of Ukraine 

(TovZ); availability of issued motor third party insurance policies, MTIBU policy check, motor third 

party database, search by state car number, check of the status of the Green Card policy for cars owned 

by the company (SP); availability of cars and their owners issued to the company (A); coincidence of 

registered cars with insurance policies (A&SP); availability in the database of exporters (E); availability 

in the stock market database (F); the presence of cars and their owners registered with the company 

wanted (AR); the presence of weapons of the owners of the company wanted (ZR); the presence of 

cultural values of the owners of the company wanted (KR); availability of construction licenses in the 

company (LB); availability of real estate in the company (NM); availability of the company’s website 

(NS); availability of equipment, recognition of equipment by the available photo and determination of 

compliance of geolocation with the production address (FR); availability of the company’s social 

networks and affiliated employees (FC). 

Step 2. Conducting an EDA with the output of the results. Intelligence data analysis (EDA) – 

analysis of the basic properties of data, finding in them general patterns, distributions and anomalies, 

construction of initial models, often using visualization tools. 

Step 3. Data conversion to binary expression. 

Step 4. Data cleaning [22, 25]. 

Step 5. Data distribution. The data are divided into 25% of the test and 75% of the training sample. 

Step 6. Select the variable most correlated with Fit [22, 23]. 

Step 7. Then the model, which contains only one selected independent variable, is checked for 

significance using a private F-test. If the significance of the model is not confirmed, the algorithm ends 

because of the lack of significant input variables. Otherwise, this variable is entered into the model and 

the transition to the next point of the algorithm. 

Step 7.1. For the remaining variables according to formula (1), the value of the statistics µ is 

calculated, which is the ratio of the increase in the sum of regression squares achieved by introducing 

the corresponding additional variable into the model to the value 𝑀𝑆𝐸<𝑓𝑢𝑙𝑙>. 

ℎ𝛽(𝑥) = 𝑔 (𝛽0 + 𝛽1𝑥1 + ⋯ + 𝛽𝑘𝑥𝑘) = 𝑔(𝛽𝑇𝑥) ,   (1) 

where 𝑔(𝑧) =  
1

1+𝑒−𝑧 

𝑀𝑆𝐸<𝑓𝑢𝑙𝑙> =
𝑆𝑆𝐸

𝑑𝑓<𝑆𝑆𝐸> =
∑ (𝑌𝑖−𝑌�̂�)2𝑛

𝑖=1

𝑛−𝑘−2
     (2) 

where SSE is the sum of the squares of errors (the model is constructed on variables), accounting for 

one degree of freedom (𝑋<1>, 𝑋<2>, … 𝑋<𝑘> 𝑎𝑛𝑑 𝑋<𝑒𝑥𝑡𝑟𝑎>𝑑𝑓<𝑠𝑠𝑒>). 

Step 7.2.  Calculated 𝐹𝑟𝑒𝑎𝑙 

𝐹𝑟𝑒𝑎𝑙 =
𝑆𝑆𝐸 − 0

𝑀𝑆𝐸<𝑓𝑢𝑙𝑙>
 

Step 8. There is a comparison 𝐹𝑟𝑒𝑎𝑙 with 𝐹𝑡𝑎𝑏𝑙𝑒, which indicates the need to include the variable Xn 

in the regression model, while the probability that the decision to include will be incorrect is α = 0.05 

(the values are taken from the Fisher criterion table) [11]. 
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Figure 1: Algorithm for classification of fictitious enterprises on the basis of machine learning by the 
method of Logistic Regression 



Step 9. From all variables-applicants for inclusion in the model, the one that has the highest value 

of the criterion calculated in step 8 is selected. 

Step 10. The significance of the independent variable selected in step 9 is checked. If its significance 

is confirmed, it is included in the model, and the transition to step 8 (but with a new independent variable 

in the model). Otherwise, the algorithm stops. 

Step 11. The construction of a logistics model based on the obtained variables in step 9. 

Step 12. Based on the test sample, the obtained model is tested for the output of results, namely 

Confusion matrix and ROC-analysis. 

4. Experimental Results and Discussion 

To implement the algorithm (Fig. 1) of fictitious enterprises classification based on machine learning 

by Logistic Regression, selected free programming R language. R language allows to model statistical 

indicators, having a large number of relevant libraries and easy to operate, so it is a very good choice 

for this task. 

A sample of 1,048 enterprises was selected to solve this problem. 390 of them are fictitious. Next, 

an EDA analysis was performed, namely, the distribution of the fit parameter is presented. The 

visualized information plot_normality () is as follows: Histogram of original data; Q-Q plot of original 

data; histogram of log transformed data; Histogram of square root transformed data. From the results, 

the binary values are clearly traced. 

For binary values, the main graphical result is the correlation matrix (Fig. 2). The diagram shows 

that most of the parameters are poorly correlated with each other, only partially traced correlation with 

the parameter K205, namely with the parameter indicating the presence of criminal cases under Art. 

205 of the Criminal Code of Ukraine. Due to the fact that there are small traces of correlation, it is 

difficult to determine whether the company belongs to the fictitious or not, so it is the classification 

algorithms based on machine learning, ideal for the task. 

 
Figure 2: Correlation 

 

For testing, the data set was divided into a training set (75%) and a testing set (25%). We train the 

model to predict a fictitious enterprise. Instead of directly modeling the answer Y, logistic regression 

simulates the probability that Y belongs to a certain category, in our case, the probability of 

fictitiousness. This probability can be calculated using the logistics function. Thus, we build a model 

based on logistic regression (Fig. 3). 



 
Figure 3: Construction of the model 

 

As can be seen, from the obtained results, standard errors, z-score and p-values for each of the 

coefficients were determined. None of the coefficients are significant here, except for K205 and EDR, 

which is similarly represented by correlation (see Fig. 2). The effectiveness of logistic regression is 

assessed by certain key indicators: 

• AIC (Akaike Information Criteria): this is the equivalent of R2 in logistic regression. It 

measures suitability when a fine is applied to a number of parameters. Smaller AIC values indicate 

that the model is closer to the truth. In the presented implementation, AIC = 291.54. 

• Zero deviation: suitable for model with interception only. Degree of freedom n-1. Interpreted 

as a Chi-square value (an adapted value that differs from the actual value hypothesis test). Residual 

deviations: model with all variables. This is also interpreted as a test of the chi-square hypothesis. 

The example shows (see Fig.3) that the deviation decreases by 843.62 when subtracting 23 variables 

of the predictor (degree of freedom = number of observations – the number of predictors). This 

reduction in deviation is evidence of the suitability of the obtained model. 

• Number of iterations estimated by Fisher: the number of iterations before convergence, equal 

to 8, for the task. 

Now let’s see how accuracy, sensitivity and specificity are transformed for a given threshold. By 

default, use the 50% threshold to determine the probability of fictitiousness to assign class observations. 

However, from the graph (Fig. 4), it is seen that the probability threshold has two increases from 1% to 

50% and 50% to 100%. 



 
Figure 4: Predicted Probabilities on test set 

 

Let’s consider the indicators of accuracy, sensitivity and specificity (Fig. 5), the diagram shows that 

the accuracy and sensitivity, begins to decrease at 55%. Therefore, consider the confusion matrix (Fig. 

6) for the cut-off point by 55%, with Accuracy: 0.99. 

 
Figure 5: Analysis of accuracy, sensitivity and specification of the obtained model 

 

Table 1   
Confusion matrix 

 Actual 

Predicted 

 0 1 

0 129 5 

1 7 121 

 

The different values of the Confusion matrix (Table 1) will be as follows for the training sample: 



• True positive (TP) = 129; this means that 129 indicators of positive class data are correctly 

classified by the model; 

• True negative (TN) = 121; this means that 121 data points of negative class were correctly 

classified by the model; 

• False positive (FP) = 5; this means that 5 indicators of negative class data were incorrectly 

classified as models belonging to the positive class; 

• False negative (FN) = 7; this means that 7 data indicators of the positive class were incorrectly 

classified as models belonging to the negative class. 

The ROC curve is a popular graph for displaying two types of errors simultaneously for all possible 

thresholds. Therefore, we present the ROC-curve for our study (Fig. 6). 

 
Figure 6: Confidence interval of a threshold 

 

As shown in the ROC curve (see Fig. 6), the optimal threshold level of diagnostic assessment for 

forecasting fictitious enterprises is 0.6, sensitivity and specificity are 96.3% and 95.2%, respectively. 

The forecast for predicting the accuracy of determining fictitious enterprises is quite high, namely 

AUC = 0.99. 

The logistic regression model was used to predict the fictitiousness of the enterprise. Clipping 55% 

gave a high Accuracy: 0.99, and the area curve also provides the same accuracy of 0.99. 

5. Conclusions 

A method of detecting a fictitious enterprise based on the classic method of machine learning, 

namely Logistic Regression, is proposed, which allows to quickly track fictitious enterprises, which is 

useful for public sector employees to prevent economic crimes. 

The method is implemented in the software environment R. To solve this problem, a binary sample 

of 1048 enterprises was selected, of which 390 are fictitious. The EDA analysis allows yto clear the 

data as needed. The correlation diagram shows that most parameters are poorly correlated with each 

other. In particular. there is only a partial correlation with parameter K205, namely with the parameter 

indicating the existence of criminal cases under the Criminal Code of Ukraine. Logistic Regression 

model built: AIC = 291.54; the deviation decreases by 843.62 when subtracting 23 predictor variables; 

number of iterations according to Fisher = 8. Prediction of fictitiousness of enterprises is carried out: 

Accuracy = 0.99; AUC = 0.99. The Confusion matrix derived the following classification results for 

the training sample: 129 indicators of positive class data correctly classified by the model; 121 data 

points of negative class were correctly classified by the model; 5 indicators of negative class data were 

incorrectly classified as models belonging to the positive class; 7 indicators of positive class data were 

incorrectly classified as models belonging to the negative class. 

Area under the curve: 0.9936 



In further research, it is expected to develop an algorithm for recognizing images of enterprises 

equipment with geolocation data processing and converting them into binary values. 
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