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Abstract  
The paper presents a centralized distributed system for cyberattack detection in corporate 

network based on multifractal analysis. According to the study the concept of a system was 

developed, which combines the requirements of centralization, distribution and self-

organization. The proposed distributed system for cyberattack detection in corporate network 

is implemented in the form of software. The functioning of the detection module is achieved 

by involving the method of detecting cyberattacks based on multifractal traffic analysis. The 

KDD Cup data set what used information about normal traffic and known network attacks 

was used. Experimental studies with a centralized distributed network attack detection system 

in computer networks have demonstrated detection overall accuracy at the level of 91% with 

an average data processing time of 8 seconds.  
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1. Introduction 

With the growing of information transmitted over the network the number of hardware and 

software to interfere with the data transmission process increases. Every day, more and more Internet 

users fall victim to malicious software [1, 2]. Particularly dangerous are attacks on corporate networks 

that exploit new vulnerabilities or methods of attack, which leads to various kinds of damage to users 

of such networks. Therefore, researchers are focused on finding new approaches that would minimize 

human interference in the business logic of cyberattack detection and prevention systems, as well as 

on the development of distributed attack detection systems on corporate networks that will satisfying 

the principles of centralization and self-organization and will involve the computing power of many 

components in the network.  

The paper proposes the architecture and concept of centralized distributed system for cyberattack 

detection in corporate network based on multifractal analysis. The proposed distributed system for 

cyberattack detection in corporate network is implemented in the form of software. 

2. Related works 

Today, the problem of detecting malicious software and cyberattacks based on them is given 

considerable attention. Modern methods of detecting malicious software and cyberattacks at the 
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core include the use of signature analysis and behavioral analysis [3-18] (these methods are usually 

based on machine learning methods that include classification and clusterization algorithms [18, 

19]). Signature methods are to some extent limited, as they involve matching patterns with a set of 

defined templates. In the case of application of obfuscations (for example, in metamorphic viruses 

[5-6]) to piece of the code or the choice of alternative branches of execution, the signature method 

is not able to fully identify the threat. 

Therefore, one of the main areas of detection of threats is observe the features of malicious 

activities and recognize of abnormal behavior. In general, the process of detecting abnormal activity 

involves tracking historical changes in the study environment, forming a normal "trajectory" of the 

object and subsequent monitoring and analysis of features that deviate from the data of this 

trajectory for a certain period operation. 

In [8] authors proposed a model based on the behavior of dendritic cells, as well as their 

interaction with the human immune system. The basis of the presented approach is the dendritic cell 

algorithm, which was combined with Multiresolution Analysis Maximal Overlap Discrete Wavelet 

Transform. In order to make decision and distinction between normal and abnormal behavior the 

authors presented a binary classifier that aims to analyze a time-frequency representation of time-

series data. 

In [9] authors proposed a method for detecting bots in real time, which allowed to make 

decisions based on the binary classifier for streams of Web server requests. As a machine learning 

algorithm, a neural network was used, which after training was used to classify of each incoming 

HTTP request, followed by sequential probabilistic analysis to assess the relationship with 

subsequent HTTP requests within each session. 

The authors in [10] try to solve the problem of detecting malicious network activity by finding 

solutions for scalability in all stages of cyberattacks detection: network traffic monitoring, data 

collection, feature extraction and deployment of different algorithms that provide statistical analysis 

or technics of machine learning. In theirs framework Big Data Platform Hadoop for storage data is 

used. 

Some approaches are focused on finding anomalies based on DNS [11-13], in particular on the 

basis of active and passive data collection. In [11] proposed approach of abnormal source IPs 

detection based on Local Outlier Factor algorithm. Authors in [13] examine the anomaly of DNS 

network traffic to extract significant enriched features. Two machine learning algorithms were used 

to analyze the obtained features. As result a novel hybrid rule detection model that utilizes the 

output of two algorithms was presented. 

Another approach of anomalies detection in computer networks is use of honeypots. In [14] 

authors present a concept of the virtual environment in which malicious samples manifest own 

activities which cannot break work of the host system is offered. Such approach allowed to 

accumulate information about vulnerabilities and attacks. They focus on detecting attacks on low-

interaction server honeypots 

Detection of malicious activity is possible by means of use of a blockchain technology. In [15] 

authors present dynamic botnet detection framework PAutoBotCatcher that utilize concept of 

blockchain. Based on the results of the study, the authors proposed a number of optimization 

techniques, including caching of detection's output and pre-processing of shared network traffic, 

which allowed to increase the reliability of detection. 

In addition to host-based detection methods, much of the approaches are devoted to involving 

several network components for the joint detection of harmful activity. It can be distributed 

decentralized system or traditional client-server architecture [16, 17]. 

A review of previous research has shown that modern approaches use different tools and 

methods to detecting abnormal behavior and are characterized by a fairly high efficiency of 

detecting threats. However, these systems are not able to detect new threats that lead to a breach of 

the decision-making center, thus putting the whole system on a par with the victim. 

 

 



3. Concept of a centralized distributed system for cyberattack detection in 
corporate network based on multifractal analysis 

During the design of a proposed centralized distributed attack detection system in corporate 

networks was taken as a basis on a service-oriented approach that allows to create flexible systems 

with the possibility of further improvement and dynamic expansion. Each object in such system we 

call a component. Combining components is done by remotely calling procedures. In the case of a 

distributed system, the called objects do not have to be executed on the same machine where the call 

was made. An object-oriented architecture is attractive in that it encapsulates data (object states) and 

operations (methods) into a single entity. The interface provided by the object hides the details of the 

implementation, making it independent of the environment. That is why the object can be considered 

as a separate entity, which may also include other services (representation of the application as a set 

of different services [20, 21]). 

In the proposed distributed system, the server acts as a data warehouse and decision center. The 

client part collects network information and transfers data to the server. The components are 

connected through two-way communication between the client and the server in order to make a 

timely decision in the event of a network attack. Maintaining the integrity and resilience of the system 

is based on the dynamic choice of the leader, in case of division of the cluster into parts or failure of 

the current control node. With such an organization, in case of detection of suspicious activity of a 

node in the network, a second poll is conducted, which withdraws the results of the first, resulting in 

communication with this node is blocked throughout the network. The main condition for maintaining 

integrity is the presence of nodes that can take over the management role, which will ensure the fault 

tolerance of the system in the event of a successful network attack. The number of such nodes should 

be more than half, to ensure a quorum - the minimum number of control units and the smooth 

operation of the cluster. For example, if the network consists of 9 nodes, including the control center, 

the network attack resulted in the separation of nodes, after which the control center manages only 4 

nodes out of 8, while others do not have a leader. The control center selection process begins when 

the regular node does not receive instructions from the manager for a long time. Then this node 

receives the status of a candidate. Other nodes vote for the candidate from whom they received the 

first request. After the configuration change we have two independent networks. The operation of the 

system continues, as the decision center was chosen new for the second group of nodes. After 

reconnection, the clusters merge to reset the system components and restore the default decision 

center. 

The proposed distributed system for cyberattack detection in corporate network is implemented in 

the form of software and consists of the following components:  

- Web client application to display statistical information; 

- Configuring database entities; 

- Setting up database tables and relationships from them; 

- Repository – a repository of methods for remote procedure calling; 

- Common settings of all components; 

- Client part – a software application for intercepting and analyzing traffic «on-the-fly». 

The components are structurally related and interdependent. Thus, a multilevel structure was 

formed. To solve the problem of a distributed system, software components must interact and at the 

same time be autonomous. This is achieved by calling the functions of remote components, which 

is implemented in the repository. Data exchange takes place through a relational database. The 

client application consists of the following components: Worker background run module, Capture 

Handler packet event handler, CaptureTask algorithm, PcapDevice network adapter detection and 

connection interface, client information collection interface, and database connection method. The 

structure of the client application and entities of database are shown in Fig. 1а and Fig. 1а, 

respectively. 

The relationships in the tables are formed so that for each unique client a sample of network 

packets is formed. The method of data connection is common to all components of the solution. This 

component is used to quickly modify the connection string in the event of a change in the database 

server address. 



 

 

a) b) 

Figure 1: The structure of the client application (a); entities of database(b) 

4. Detection of cyberattacks and decision-making in a centralized distributed 
system based on multifiractal analysis 

The primary functions of the proposed centralized distributed system are to detect cyberattacks in 

corporate networks. The proposed system is based on the method of detecting cyberattacks based on 

multifiractal traffic analysis. Let’s consider in more detail proposed method. 

The use of a multifractal approach means that some objects can be divided into parts that have 

their own similarity characteristics that are different from others. Network traffic is self-similar at 

some time intervals [22]. Therefore, for its analysis we use the method of maxima of wavelet 

transform modulus [23], which allows to determine the features of the signal. Wavelet analysis 

applies to construct the coefficients used in the distribution of the output signal to the basic functions. 

The signal can be the intensity of network traffic or the correlation data of the final IP addresses. 

Wavelet transform allows to convert the most important data into a signal that corresponds to the 

specified oscillation amplitude and discard less useful information with a small amplitude, classifying 

it as noise. 

Let’s present the process steps of analysis of the parameters of the multifractal spectrum in the 

form of the following algorithm: 

1) Decomposition of the output signal 𝑓(𝑡) by the coefficients of the parent wavelet 𝜓(𝑡): 

𝑊𝑓(𝑢, 𝑗) = (𝑓(𝑡), 𝜓𝑢,𝑠(𝑡)) = 2−𝑗/2 ∫
𝑡−𝑢

2𝑗

∞

−∞
𝑑𝑡,    (1) 

where 𝑢 a scale parameter, 𝑗 is a spatial coordinate (time); 

2) In the array of coefficients find the positions of local maxima {𝑢𝑝(𝑗)}𝑝∈𝑍 and find their absolute 

value and form an array of maxima:  

|𝑊𝑓(𝑢𝑝, 𝑗)|.    (2) 

3) Define the partition function: 

𝑆(𝑞, 𝑗) = ∑ |𝑊𝑓(𝑢𝑝, 𝑗)|
𝑞

𝑝 .    (3) 

4) For each q ∈ R calculate the scale coefficient: 

𝜏(𝑞, 𝑗) = 𝑙𝑖𝑚 inf
𝑗→0

ln 𝑆(𝑞,𝑗)

ln 2𝑗 .    (4) 

5) Calculate the multifractal spectrum using the Legendre transformation: 



𝑓𝐿(𝛼) = min
𝑞∈𝑅

[𝑞(𝛼 +  1/2)  −  𝜏 (𝑞)].    (5) 

6) For each interval j calculate multifractal dimensions of order q: 

𝐷𝑞,𝑗 =
1

𝑞−1
[𝑞(𝛼(𝑞, 𝑗)  −  𝑓(𝛼(𝑞), 𝑗)].    (6) 

In the proposed algorithm for analyzing network traffic, its intensity is selected, i.e. the number of 

sent and received packets per unit time.  

Based on the algorithm of multifractal spectrum analysis, the process of detecting intrusions will 

be presented as follows: Let X be the time series of normal traffic, Y be the time series of malicious 

traffic, and Z be the time series of anomalies, hence Y = X + Z. Regardless of the presence of self-

similarity properties in the time series of anomalies, Y will still be a self-similar process if X is a 

stationary self-similar process. However, the degree of self-similarity may change. Let 𝑠𝑋𝑠𝑌𝑠𝑍 

autocorrelation functions for X, Y and Z respectively. Then during the cyberattack we focus on 
‖𝑠𝑌 − 𝑠𝑋‖, with 𝑠𝑌 = 𝑠𝑋 + 𝑠𝑍. For each 𝐻 ∈  (0.5, 1) there is only one autocorrelation function with 

self-similarity. Therefore it is considered ‖𝐻𝑌 − 𝐻𝑋‖, where 𝐻𝑌 and 𝐻𝑋 – the average value of Hurst 

X and Y, respectively. The Hurst index is introduced to increase the accuracy of estimating the self-

similarity of the system. The disadvantage of the approach is the need to restart the definition of the 

self-similarity of traffic for each scale. Therefore, a signal of a change in self-similarity will be given 

regardless of whether it exists for another scale. After determining the network cyberattack, the traffic 

is divided into several parts. The intensity of the cyberattack can be determined by analyzing the 

Hurst index and the rate of change, i.e. the difference between the Hurst index before and after the 

cyberattack. General algorithm of involving multifractal analysis for network traffic and anomaly 

detection process are shown in Fig. 2. 

 

 

 

a) b) 
Figure 2: The process of involving multifractal analysis for network traffic (a); anomaly detection 
process (b) 

 

Thus general algorithm of anomaly detection process caused by a cyberattack can be presented as 

follow (Fig. 2b): 

1) Traffic collection; 

2) Statistical analysis; 

3) Estimation of the Hearst index; 

4) Determination of anomalies; 

5) Security assessment. 



To reduce the impact on network performance, traffic is duplicated on the server that collects 

network information from each of the connected clients. 

The presented method of cyberattacks detection based on the use of multifractal analysis is a part 

of a distributed system, which is characterized by the following features: recommended network 

speed of 1 Mbit/s; the need for data storage for the server component in the amount of 1TB; the need 

for separate network interfaces for each individual component of the distributed system; availability 

of installed NPcap and libpcap libraries for components running Windows and Linux, respectively. 

Testing of the developed distributed centralized system took place in a configuration of 3 hosts. 

Running client software is resource-intensive and invisible to the user as it runs as a background 

service. An example of software implementation of a centralized distributed system based on 

multifiractal analysis is presented on the fig.3 and fig.4. 

 

 
Figure 3: Client activities (client sends network packet data to the database server for further 
processing and storage of traffic history)  

 

4.1. Detectors of system 

The detectors in the proposed distributed centralized system are modules of the endpoints (hosts) 

of the network, which register network packets and perform their processing. The following fields are 

used as features from network traffic packets: total number of packets, number of TCP, UDP and 

ARP packets per unit time for a specific network node.  

The KDD Cup data set [24] is used as the reference traffic models with which the received traffic 

is compared, which contains information about normal traffic and known network attacks, the list of 

which is given in Table 1. 

 



 
Figure 4: A snippet of the user's network activity history with ID 13, which is related to the data of 
the table of connected users 

 

Table 1 
Type of network cyberattacks used as data model for proposed system 

Type of network 
cyberattacks 

Subtype  

DOS Back, Land, Neptune, Pod, Smurf, Teardrop. 
Probe Ipsweep, Nmap, Portsweep, Satan 
U2R Buffer_overflow, Loadmodule, Perl, Rootkit,  
R2L Ftp_write, Guess_password, Imap, Multihop, Phf, Spy, Warezclient, 

Warezmaster 

 

Studies [22] show that network traffic has signs of self-similarity, so there is no need to 

process all the data obtained. Therefore, in order to speed up the system and make timely 

decisions in case of intrusion, only part of the network traffic is analyzed. To convert the data 

collected by the user component into a user-friendly format, you need to select the scale and 

calculate the number of network packets in each time period. Next, using the developed method 

to construct a multifractal spectrum and compare observed data with normal traffic. In case of 

significant discrepancies, the system analyzes the similarity with known cyberattacks attacks to 

determine the type of network cyberattack.  

We formulated decision making algorithm as follows: if all points have deviations from the 

values of normal traffic less than threshold value ∆, than we consider the value of the coordinate as 

normal points; if significant deviations are present in no more than 𝜀 than network traffic is 

suspicious; if more than 𝜀 points have deviations above ∆ - there is a network attack. Based on 

experiments values ∆ and 𝜀  were chosen as 0.15 and 0.29 respectively.  

Fig. 5 demonstrates the comparison of network traffic: normal traffic and activity during a 

network attack (fig. 5a) and difference between multifractal spectra of all considerable malicious 

type of network traffic and normal traffic (fig. 5b). 
 



 
a) 
 

 
b)  

Figure 5: Comparison of network traffic: normal traffic and activity during a network cyberattack (a) 
and difference between multifractal spectra of all considerable malicious type of network traffic and 
normal traffic (b) 

5. Experiments  

In order to evaluate proposed detection method that is a part of centralized system, a package of 

Matlab analysis and programming applications was used [25-27]. In order to visualize the multifractal 

spectrum, the program code presented in Appendix A was implemented.  

The KDD Cup data set containing information about normal traffic and known network attacks 

was used as a training traffic model with which to compare the observed traffic.  

This set was converted to a table data with means of Matlab. In this data set, each row can be 

considered as activity statistics per unit time.  

For example, for a smurf network cyberattack, the network traffic graph, autocorrelation sequence 

graph, and multifractal spectrum are shown in Fig. 6. 

 



 
a) 
 

 
b) 

 
c) 

Figure 6: Smurf network cyberattack detection results: activities of network traffic (a); 
autocorrelation sequence (b); multifractal spectrum (c) 

 



In order to test the accuracy rate of multifractal analysis to detect network attacks in the corporate 

network, a number of experiments were conducted.  

Experimental studies evaluating network attack detection based on multifractal analysis yielded 

the following results: 91% attack detection accuracy (generalized value, Table 2), total data 

processing time is about 8 seconds (total amount of data is 4.9 million rows, size of data more than 

700 megabytes). 

 
Table 2 
Accuracy and false positive alarms of detecting network attacks using multifractal analysis 

Attack type/metric  Accuracy, % False 
Positive,% 

DOS 91 5.1 
Probe 92 2.4 
U2R 87 2.7 
R2L 94 6.4 

 

Table 2 shows the generalized results of the experiments, namely the values of the detection 

accuracy and the 1-st type errors. These values are considered as the average detection results at 

different time intervals of the analysis of network traffic. It should be noted that in the case of 

insufficient values in the autocorrelation sequence it is impossible to form a multifractal spectrum. 

This is influenced by the number of cases of a certain type of attack on the timeline. 

6. Conclusions 

As a result of the study, the architecture of a distributed network attack detection system as well as 

its software implementation were developed, which combines the requirements of centralization, 

distribution and self-organization. The proposed system is grounded on the method of detecting 

attacks based on multifractal traffic analysis. 

Experimental studies with a centralized distributed network attack detection system in computer 

networks have demonstrated detection accuracy at the level of 91% with an average data processing 

time of 8 seconds. However, it should be noted that the proposed method has limitations, if there are 

insufficient values in the autocorrelation sequence, it is impossible to form a multifractal spectrum. 
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