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Abstract

Safety-critical assets are facing enormous threats, and their continue existence lies in the ability to iden-
tify and mitigate these threats before they are realised. One good example of such assets is autonomous
vehicles, a form of (application) Al that is equipped with self-awareness mechanisms that allow it to
interact with a set of objects from the physical surrounding. However, this interaction can result in
exposing the asset to a new set of undesired vulnerabilities that are difficult to identify. One of the
traditional threat analysis methods used for threat modelling of different kinds of assets is attack trees,
a well-known formalism used in security, safety, as well as risk analysis. In this paper, we propose an
extension of attack trees, called dynamic attack trees. This allows us to model and analyse assets with
dynamic threat environments that can interacts with external objects over time.
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1. Introduction and motivation

In recent years, safety-critical infrastructures (CI) become widely adopted as part of digital
transformation. These involve using computing systems, networks, and robotics to form the
backbone of a nation’s economy. Technologies such as industrial control systems, embedded
systems, 10T systems, artificial intelligence (Al), and cyber-physical systems (CPS) etc., emerged
to improve performance, efficiency and users satisfaction. Protecting CI’s ecosystem against
potential attacks is crucial as most legacy systems and infrastructures integrate emerging tech-
nologies while maintaining their original design and characteristics. For example, traditional
infrastructures/systems (i.e. vehicles, homes, doors) that integrates advanced technology to op-
erate as CPS (i.e. autonomous vehicles, smart-homes, smart-doors/locks) are visible everywhere.
However, the threat analysis approach used for the legacy systems is still adopted for the CI (i.e.
CPS), even though the threat environments, as well as the attacker’s knowledge about the new
technology’s operations, differs [1, 2] (i.e. legacy assets are designed as single entity, while CI
consists of different (sub)systems that can sometimes run concurrency).

One such approach for threat analysis methods is the attack trees [3], a popular approach
used for threats [4], and risk analysis for different kinds of assets [5, 6, 7]. Using this formalism,
varying ways an asset may be compromised are modelled as a tree. The root of the tree is the
attack target, it is further broken down (decomposed) into smaller units that are easier to solve,
known as internal nodes (sometimes referred to as sub-goals). This process is repeated until the

OVERLAY 2021: 3rd Workshop on Artificial Intelligence and Formal Verification, Logic, Automata, and Synthesis,
September 22, 2021, Padova, Italy
& aliyu.ali@fmph.uniba.sk (A. T. Ali); gruska@fmph.uniba.sk (D. Gruska)
© 2021 Copyright for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).
=] CEUR Workshop Proceedings (CEUR-WS.org)



mailto:aliyu.ali@fmph.uniba.sk
mailto:gruska@fmph.uniba.sk
https://creativecommons.org/licenses/by/4.0
http://ceur-ws.org
http://ceur-ws.org

(=)

1!
(seaney | 71 [(maecopy | et [ Meren foomact canig
OD}E}E
(a) Steal a car while parked, T;

[Iraﬁic signs] [forced tostop] [ fa:%nm;ad ] [ spoof gps ]

(b) Steal a car while moving, T2

Figure 1: A simple example of how to steal a car at different threat environments 77 and 7>

sub-goal(s) can no longer be broken down, and a set of leaf nodes is reached. The leaf nodes
represent an atomic action that an attacker can execute to initiate an attack. Over the past years,
attempts has been made to extend attack trees to analyse different kinds of assets and attack
scenarios. Some of these extensions includes attack-defence trees, attack countermeasures,
sequential and parallel attack trees, attack protection trees [5, 6, 8, 9, 10] etc. However, modern
asset’s operations (e.g. autonomous vehicles) heavily depend on interacting with physical
surrounding. For example, an autonomous vehicle can interact with the surrounding objects
(i.e. cars, infrastructures, traffic signs) to perform different activities ranging from avoiding
collision, energy synchronisation, and identifying danger. Even though these objects are not an
integral part of the vehicle, they can be used as an attack vector to launch dangerous attacks
such as DoS, message falsification attack, message spoofing [11, 12] etc.

Problem statements. An attack tree is a tree-based formalism inspired by fault trees [13],
and they are used to model (mostly static) threats. On the other hand, assets nowadays are
hybrid [14], integrating the physical world to the digital world. This integration poses a great
challenge when applying attack trees for the threat modelling. The threat environment is ever-
changing due to agents behaviour (e.g. interaction with (sub)systems that are public or/and less
secure), and the vulnerability landscape is erratic due to infrastructure updates (e.g. interaction
with other components to complete a task). If such assets are to be analysed using attack trees,
the estimated annotations of the tree (e.g. nodes) needs to be updated regularly to reflect both
behaviours.

2. Dynamic attack trees

(Q,&) is a tree, where Q = {qo} U Qg U Q. is the sets of nodes in the tree. gy € Q denotes its
root, Qg denotes set of internal nodes (sometimes refer to as sub-goals), and Qj, denotes set of
leaf nodes. These sets of nodes are connected by a set of edges £ C Q x Q. Each node in the
attack tree (except for leaf nodes) has a gate refinement. A gate indicates (the fashion) how a
node can be achieved (compromised). The interpretation of this fashion is on a node at a level
above the current node (parent node). Two of the widely used gates refinement are the AN D
and OR gates. The AN D gate required that all the child nodes linked to a parent node must
be compromised before the parent node is reached, while an OR gate can be reached if any



of the child nodes can be compromised. Formally we associate gates to nodes by the mapping
G:{qe}UQs — {AND,OR}.

We assume a set A = {¢1, ..., L, } of external systems/objects from the physical environment
(i.e. IoT devices, traffic signs etc.) can communicate with an asset (for example, when they
are within proximity via sensors). Intuitively, the sets of nodes in an attack tree represents
areas/components of an asset that a malicious user can compromise to attain a malicious goal,
this set of objects can also serve as attack vector to any asset they can interact with. For example,
fake traffic signs can be malicious to vehicles.

Example 1. Shown in Figure 1 (a) is a simple tree describing how to steal a car. This can be done
by either obtain key or short-circuit. Now let us focus on obtain key sub-goal. It can be achieved
through steal key or make copy. However, vehicles nowadays can be operated with external devices
such as remote starter and mobile phones to unlock doors, and start the engine. 0y, 01 are time
points (explain later) that shows default tree and when an external device is added respectively.

Now, before we formulate how this new nodes can be added to the tree, we first assume that
the threat environment of an asset can change due to agent(s) behaviour. Informally, a threat
environment is a state of operation which exposed an asset to a (new) set of vulnerabilities and,
these vulnerabilities can only be exploited while the asset remains in that state. For example,
Figure 1 (a) shows how to steal a car while it is parked. A change in the threat environment e.g
the car starts moving, an attacker can steal the car via other means i.e shown in Figure 1 (b).

Let A = {0y, 01, ..., O, } be a set of (analysis) time points. We will use this set of time points to
mark when a new vulnerability emerged in the asset (i.e. external device connect, disconnect).

Definition 1. Let {qo} U Qg be a root node and a set of internal nodes in an attack tree, A be
a set of external objects from the physical environment, and A be a set of analysis time points.
A connection between the nodes in the tree and external objects is given as a function mapping
f:({qluQs) x AxRtT — {0,1} and f(q,¢,8;) = f(q,t,7) ford; <r < §iq1, for0 <i < h,

i.e. value of f changes with time points from A.

If f(q,t,9) = 1, for simplicity we write gs(¢), interpreting as connection via an intermediate
node ¢ € Qg of the tree with an external system ¢ € A and 9 is the time point at which the
connection occur. And if f(q,t,0) = 0, we simply write ¢s to denote that the node (sub-goal)
does not connect with any external system/object. In a case of ¢s(¢), the internal node ¢ is
said to include ¢ as a child (leaf) node (an edge linking the sub-goal of the asset with external
system/object). The attack tree in Figure 1 (a) shows some external devices which can connect
to the sub-goal and be used as attack vectors.

Example 2. Let’s refer back to Figure 1 (a), the analysis time points dg and 61 indicate when the
external device(s) shown in dotted lines connects to the car. As such, become possible ways (when
exploited) to reach the root node. At &g, there is no connected objects to the car.

Definition 2. A dynamic attack tree is a tuple T, = (Q,qo,E,G, A, A, f) where, Q is a set of
potential nodes that always create a tree, qq is a fixed root node that represents the attacker’s target,
E C Q x Q is a set of potential edges that linked the nodes, G : {qo} U Qs — {AND,OR} isa
mapping that associate the root node and set of sub-goals with the gates refinement, A is a set of



analysis time points for the connections, A is a set of objects from the physical environment, and
f is a function such that for each time point 6 € A and each device . € A, the sub-tree of (Q, )
consisting of 1. ) all the nodes ¢ € Qg such that f(q,t,0) = 1 and, 2. ) all the leaves to which
these are connected (together with the corresponding restriction of £) still forms a tree, 3. ) attack
tree at time point d; will be denoted as a threat environment T;.

Example 3. Given a set of threat environment {71, Ta..., Tn}, notice that the attack paths in
each threat environment differs. For instance, Obtain key or short-circuit are set of leaf nodes that
represents atomic actions to steal a car while it is parked, these same vulnerabilities cannot be
exploited in another threat environment (e.g moving).

Now, let Act be a set of attack actions, an attack actions are set of efforts that a malicious user
can perform in order to compromise vulnerabilities. Let Oy, be a set of leaf nodes that represent
vulnerabilities/attack paths. We define an attack as a function A : (Q x A) — Act U {Nil},
associating leaf nodes in the tree at a given (analysis) time point with a set of actions or Nil
(when no action). An attack will not succeed if an attacker cannot complete executing the attack
actions and the threat environment changed. Suppose an attacker fails to complete an attack
process while the asset is at a particular threat environment 7; (i.e. car parked), any change
in the threat environment to 7;4; (i.e. car moving) means that, the attack process started at
previous threat environment 7; will be terminated since the vulnerabilities are no longer in
existence at threat environment 7;, 1.

3. Dynamic attack trees analysis

The Work in [15] introduced how attack trees can be translated into a network of parallel timed
automata (TA), with each automaton representing a linear path from a leaf node to the root
node. The sets of nodes in the tree represents a set of states in the timed automata, the root node
represents a final state, the set of edges represents a set of transition relations, and the set of attack
actions represents a set of events. There exists an integrated formal verification tool UPPAAL
[16], that accepts a version of TA as its formal language. Using UPPAAL, we can check whether
an attacker B can reach the root node (in other words, whether the asset can be compromised)
by the means of reachability checking in the TA. We can also perform other queries to see
if the tree/attacker satisfies some properties such as; if an attacker B will always/eventually
reach the root node when the asset is at a particular threat environment or when some external
device is connected. This attacker B can also be modelled as a (separate) timed automaton. In
our previous work [10], we demonstrated how attack trees can be translated into a network of
parallel timed automata. Given a dynamic attack tree 7, a set of threat environment {77, ..., 75, },
and an attacker B. The root node of the tree is reachable by B iff corresponding TA plus timed
automaton running with the attacker can reach the final location.

Conclusion and future work. The work described here is still in-progress, additional work
is being conducted. An attack tree for a big and complex asset is usually very big; adding set
of external objects that can be incorporated to the tree over time adds more complexity and
number of states. In our next work, we will formally define, and extend dynamic attack trees



translate that will include multiple threat environments. We will model (using UPPAAL) and
analyse some working projects.
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