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Abstract  
A problem of trusted computation in the paradigm of cloud processing system and the related 

adversary model are discussed. Obfuscation, traditional and homomorphic cryptography are 

reviewed as candidate technologies. An approach to create a trusted cloud computing system 

with the help of neural network obfuscation of encrypted data processing is introduced. 
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1. Introduction 

The development of modern computer technology and telecommunications has led to a significant 

change in the paradigm of data processing. Cloud computing has become widespread, in which data 
processing is carried out remotely in large computing centers, and the sources of data are computers 

and mobile devices of users. Data processing centers (DPCs), which are the backbone of cloud 

computing infrastructure, function by sharing and virtualizing resources - network addresses, traffic, 

processors, memory, software, etc. Trust in the cloud provider is a cornerstone as the algorithms and 
data being processed reside in an infrastructure that they control completely. 

Data processing algorithms in often represent objects of intellectual property and sometimes trade 

secrets, so they should not be available for study by outsiders. Examples are banking and insurance 
scoring algorithms, checking software licensing conditions, and some applied know-how, for example, 

in the analysis of medical and marketing data. 

The data itself, processed in cloud data centers, in the overwhelming majority of cases is also a value 
that requires one degree or another of protection. It can be personal data of people, including biometric 

and medical information, as well as commercially sensitive information. Currently, cryptographic data 

protection, which guarantees confidentiality, integrity and authenticity, is provided only during data 

transmission, but not during their processing. 
In connection with all of the above, it seems relevant to develop an approach that would ensure the 

protection of both algorithms and the data processed by it, as well as be quite effective in real operation 

in an untrusted environment of a cloud agent. 

2. Threat and intruder model 

When considering the issue of trusted data processing in a public cloud, it is necessary to determine 

the location of a potential intruder and his opportunities to attack the transmitted and processed data. 

The basic attacker model, widely considered, is to be located outside the physical infrastructure of a 
cloud data center. A cloud provider as a legal entity, its infrastructure and service personnel in this case 
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are considered as a completely trusted environment for the user's programs and data. An external 
attacker can attack data sent to and from the cloud (Figure 1). To ensure confidentiality, integrity and 

authenticity of data, in this case, it is appropriate to use cryptographic protocols (IPsec, TLS, etc.). 

However, in fact, the public cloud is the place of presence of many users, including an intruder. 

 

 
 

Figure 1: A model of an intruder when processing data in the cloud 
 
To increase confidence in cloud computing, the intruder's baseline model includes the possibility of its 

presence in the data center infrastructure. Traditional security measures in this case include identification 

and access management (IAM), which allows you to isolate users within their own domains of cloud 

resources. This does not guarantee absolute safety. In particular, OAuth authentication tokens, which are 
widely used in cloud systems, if stolen, open the attacker's access to the user's cloud resources. This attack 

is known as Man-in-the-Cloud, but the attacker model under consideration could be considered quite 

satisfactory until the discovery of vulnerabilities in modern processors, attacks on which were named Specter 
and Meltdown. These attacks, under some conditions, allow you to read the memory of other processes and 

even the operating system kernel, bypassing the IAM restrictions. The only effective way to avoid Specter 

and Meltdown attacks is to run user programs on a dedicated server only for them, which effectively destroys 
the very foundation of the cost-effectiveness of the cloud computing model. 

The intruder model, which allows him to have administrator rights for parts of the data center 

infrastructure, requires a deeply thought out IAM system for data center personnel and significant 

resources to support it. At the same time, there remains the risk of negligence or collusion of data center 
employees for the purpose of coordinated actions to attack the user's cloud resources. 

One of the challenges of cloud computing in today's world is cross-border risks due to the fact that 

the user and the physical infrastructure of the cloud are often located in different jurisdictions. The 
perfection of cloud technologies makes it possible not to notice where data is being processed now: in 

the USA, Europe or on the territory of Russia, however, from the point of view of the legislation of 

most developed countries of the world, there are categories of data, the movement of which abroad, 

even in encrypted form, is prohibited. Obviously, this prohibition is due to the fact that the movement 
of information across the border for processing in the cloud makes it available to foreign countries, 

contrary to national interests. 

3. Overview and analysis of the protection technologies 
3.1. Obfuscation 

To preserve the secrecy of algorithms, methods of obfuscation of the program code can be used. 
Obfuscation (hiding) is the process of transforming an algorithm into a form that preserves its 

functionality, but makes it difficult to understand its work. For obfuscation, numerous heuristic methods 

have been developed that automate the equivalent transformation of the program in order to obfuscate 



the original structure of the algorithm by changing the representation of the data and constants used. 
Such a transformation gives visually impressive results, however, for each of the heuristic obfuscating 

algorithms, an inverse algorithm can be created that restores the original structure. Therefore, heuristic 

obfuscation cannot be considered a reliable approach to protect algorithms containing confidential 

information. 
The problem of hiding the logic of a program was first formulated in the 1970s, but before the 

appearance of [1], all obfuscation methods were heuristics that were difficult to evaluate and compare 

with each other. In [1], the strict notion of persistent obfuscation was introduced for the first time, but 
it was demonstrated that complete concealment of the program logic is impossible. In [2], it was proved 

that the best possible obfuscator is a fuzzy obfuscator, that is, one that reports no more about the original 

program than any other program with functionality equivalent to the original. 
In 2013, the first obfuscation method was presented that provably implements the fuzzy property called 

graded encoding [3]. The implementation of this approach for applied applications is significantly inefficient 

from a computational point of view. In 2019, artificial neural networks were proposed as an obfuscator of 

indistinguishability [4], the application of which is discussed in detail in Section 4. 

3.2. Traditional cryptography 

The generally accepted approach for data protection in modern computer systems and data 

transmission networks is the use of cryptographic algorithms and protocols. Among them, there are 

groups of symmetric and asymmetric cryptographic algorithms. 
Symmetric algorithms are based on a secret key, which must be possessed by all parties to the 

information exchange. With regard to cloud systems, this means that in the cloud infrastructure, along 

with algorithms for applied data processing, an encryption key must also be present for receiving and 
transmitting data over the network. Obviously, in the case of an untrusted cloud infrastructure, the 

encryption key does not give reason to consider the data you are processing in clear text as protected. 

Asymmetric algorithms are based on dividing the unique key of each side of the information 
exchange into two parts: public and private. The private key must be kept secret, and it provides proof 

of ownership of the public key, which is freely available. Using the asymmetric Diffie-Hellman 

protocol, two parties to an information exchange can generate a shared secret key that is unknown to 

an attacker who does not have access to the subscribers' private keys. However, this secret key will not 
be used in any case to protect the processed data, which is equivalent to the situation with a symmetric 

secret key. 

3.3. Homomorphic cryptography 

Currently, the only approach that ensures the execution of trusted computations in an untrusted 
environment is homomorphic cryptography, which implies performing operations on encrypted data, 

while the operations themselves are implemented in a way that does not depend on the encryption key. 

The homomorphic encryption algorithm developed in 2009 was extremely ineffective: compared to 
conventional computations, the performance decreased by a factor of 1012 [5]. Continuing research has 

allowed one to two orders of magnitude to improve performance [6], but still far from practically useful 

applications. 
In [7], an approach was proposed and tested for processing encrypted medical data using neural 

networks. Using this approach, 99% accuracy of classification of handwritten characters over encrypted 

MNIST data has been demonstrated [8]. It was noted that an additional problem is the slowdown in 

learning when using encrypted data. 
The prospects for homomorphic cryptography continue to be assessed quite high, which is confirmed 

by both research funding in the largest corporations (IBM, Microsoft, Intel, Google) and the emergence 

of startups (Duality, Enveil, CryptoNext Security) [9]. 
Thus, we can state that modern cloud technologies carry many risks for user data, who would like 

to use public clouds to process it. An effective homomorphic cryptographic system is the cardinal way 

of resolving risks; however, as shown above, the degree of maturity of this approach is not yet sufficient 

for practically useful applications. 



4. Neural network cryptographic obfuscation 

The technologies discussed above cannot currently fully solve the problem of secure data processing 

in an untrusted cloud environment. At the same time, a potential solution to this problem can be the use 

of artificial neural networks both as a mechanism for obfuscating algorithms and as a mechanism for 
processing encrypted data. Together, this can provide properties that resemble homomorphic 

encryption, but based on artificial neural networks as an obfuscation tool. 

4.1. Artificial neural networks 

Hecht-Nielsen in 1987 based on the works of A.N. Kolmogorov proved the representability of any 
continuous function of many variables using a two-layer multilayer perceptron (MLP) with any 

predetermined accuracy. To synthesize an artificial neural network (ANN) for a specific applied 

problem, an optimization process called learning is usually used. 
The difficulties in extracting knowledge from a trained neural network are well known, in connection 

with which the question is posed in [10], can they be considered a black box? The lack of a clear 

understanding of the internal mechanisms of ANN even called into question the possibility of their use 

in critical applied areas [11]. This feature can be used for the good, hiding in the ANN information 
about the actions it performs, as well as for working with encrypted data. 

The idea of encrypted data processing using neural networks was formulated in different ways in 

[10] and [11], however, intermediate formal constructions in the form of polynomials and homomorphic 
cryptographic algorithms were proposed. This indicates that the authors of these works underestimate 

the capabilities of neural networks for processing encrypted data. 

4.2. Neural network obfuscation 

Consider the definitions of strict obfuscation and indistinguishability obfuscation according to [1]. 
By strict obfuscation we mean such transformation of the program that the functioning of the 

obfuscated program is completely equivalent to the original one, but the only way to understand what 

the obfuscated program does is to run it multiple times. It has been shown that there is a class of 
programs for which strict obfuscation is unattainable. 

Indistinguishability obfuscation is such a transformation of a program that, being carried out for two 

functionally equivalent different programs, it is impossible to understand which of the obfuscated 

programs corresponds to one of the two original ones. 

Consider the problem of obfuscating the program 𝑃 using ANN. We define 𝑃 in general form as a 

deterministic Boolean function of a vector of variables 𝑥 from the set of admissible vectors 𝑋 ⊆ 𝔹𝑛, 

which calculates the vector of values 𝑦 from the set 𝑌 ⊆ 𝔹𝑚: 

𝑦 = 𝑃(𝑥)  | 𝑥 ∈ 𝑋, 𝑦 ∈ 𝑌 

A neural network obfuscator of a vector Boolean function 𝑃 is a neural network 𝑁 with the number 

of inputs 𝑛 and the number of outputs 𝑚, such that 

∀𝑥 ∈ 𝑋: 𝑦 = 𝑃(𝑥), �̂� = 𝒩(𝑥), |𝑦𝑖 − 𝑦�̂� | < 0.5   𝑖 = 1, 𝑚̅̅̅̅ ̅̅  

The synthesis of a neural network 𝒩, satisfying the definition of a neural network obfuscator, can 

be carried out on a training set of 𝑀 pairs (𝑥𝑗, 𝑦𝑗), where 𝑗 = 1, 𝑀̅̅ ̅̅ ̅̅ . Since the dimension of the neural 

network output is 𝑚 Boolean values, then 𝑀 ≤ 2𝑚 . 

In [4], theorems on functionality and indistinguishability of a neural network obfuscator of a Boolean 
function were proved. 

Thus, neural networks can be used to hide algorithms within the structure of weights. This can be 

shown by the example of an algorithm that implements operations on integers and in which individual 
arithmetic calculations are replaced by an equivalent neural network implementation. An example of 

such an approach is demonstrated for a simplified bank scoring algorithm in [14]. In order to make the 

technique more practical and convenient for applied applications, in [15], refinements were introduced 



regarding the introduction of general requirements for functions for which neural network analogs are 
constructed. 

It is well known that the synthesis of the architecture of artificial neural networks for specific applied 

problems is a poorly researched area in which heuristic approaches are often used and the developer's 

experience is of great importance. It is necessary to make sure that it is practically possible to synthesize 
neural networks for calculating Boolean functions. In this case, it is necessary to investigate to what 

extent the structure of the ANN and the complexity of its synthesis are related to the complexity of the 

Boolean function. As examples of Boolean functions, one can consider arithmetic operations, random 
maps, affine and bent functions. Corresponding studies were carried out in [16] and [17], and in the last 

work, special attention was paid to the study of the relationship between the complexity of a Boolean 

function and the complexity of an equivalent neural network. Under the complexity of the neural 
network, it is logical to take the number of weight coefficients. Various approaches can be used as a 

measure of the complexity of a Boolean function. In [17], the degree of nonlinearity of the Boolean 

function was chosen. The results of several experiments have shown that for linear and bent functions, 

the complexity of the equivalent ANN is approximately the same. 

4.3. Encrypted data processing 

Based on the results obtained on neural network obfuscation, as well as the capabilities of the ANN 

to approximate arbitrary functions, it is possible to set the task of processing encrypted data. As a cipher, 

we will use tables of random substitutions as the most general case for encrypting the input and output 
data of the ANN. In order for the algorithm to be presented according to the method described in [14], 

it is necessary to adopt it for the synthesis of ANNs working on encrypted data. We consider to use 

pairs (𝐸𝑥(𝑥𝑗), 𝐸𝑦(𝑦𝑗)) instead of training pairs (𝑥𝑗, 𝑦𝑗) for training a neural network, where 𝐸𝑥 , 𝐸𝑦 are 

encryption operations using a table of random substitutions of input and output Boolean vectors of the 

original function and the neural network replacing it. In [18], it was shown that for the size of the input 

vector 𝑛 ≥ 6, the brute-force attack complexity for a random substitution cipher, which is a common 

case of an encrypted input of a neural network cryptographic obfuscator, exceeds the the brute-force 

attack for modern ciphers with a 256-bit key since (2𝑛)! > 2𝑘  satisfies for 𝑘 = 256. 

The theoretical results obtained in [18] made it possible to demonstrate the practical application of 
the ANN for processing encrypted data [19]. For three functions of different classes, experiments were 

carried out with the creation of equivalent neural networks that process open and encrypted data. For 

encryption, tables of random substitutions were used. Studies have shown that neural networks 

processing encrypted data require more neurons in the hidden layer, that is, in the general case, the 
metric of computational complexity for encrypted data is higher than for open data. In general, training 

neural networks to process encrypted data is more time consuming than for open data. 

The overhead costs of processing encrypted data by neural networks can be divided into two stages: 
training the ANN and directly processing the encrypted data. As already noted, training is a rather 

lengthy and resource-intensive process and should be carried out in a trusted environment, since it is 

built using lookup tables, which are the encryption key. The computations themselves, carried out by 
the already trained neural network over the encrypted data, are no longer exponentially complex and 

are proportional to the number of ANN weight coefficients. 

On the basis of the considered approaches to the use of neural networks for cryptographic obfuscation, it 

is proposed to develop a trusted cloud computing system [20]. The system should consist of three subsystems 
(Figure 2): preparation of neural network algorithms, data exchange with the cloud, and cloud computing 

agents. It is assumed that when implementing a full cycle of actions in the system to prepare a certain 

computational algorithm for operation in an untrusted computing environment, a potential attacker in a cloud 
computing environment will have only a cryptographically obfuscated algorithm. The encryption keys and 

algorithm will not be transferred to the cloud in the clear. The input data for the cryptographically obfuscated 

algorithm placed in the cloud will be encrypted before being sent over the Internet, and the encrypted results 
will also be decrypted in the user's local trusted environment. Thus, the designed system allows trusted 

calculations in the infrastructure of the cloud agent without the need to trust him. 

 



 
Figure 2: Composition of a trusted cloud computing system 

 

The proposed approach indivisibly combines encryption and obfuscation, protecting the 

confidentiality of both the data and the algorithm that processes it. At the same time, the proposed 
approach satisfies the well-known Kerkhoffs principle, since the knowledge of the encryption algorithm 

by an attacker, for example, the fact of using a table of random substitutions, does not make the 

proposed approach insecure. Similarly, the knowledge of the neural network training principles by the 

attacker and full access to the neural network implementation of the algorithm does not make encryption 
and obfuscation less secure. 

5. Discussion 

Analyzing the proposed approach for neural network processing of encrypted data, the following 

advantages should be noted: 

 high performance when performing obfuscated algorithms versus homomorphic cryptography 
methods; 

 in the case of using tables of random permutations, the security has a factorial estimate of the 

enumeration complexity; 

 in addition to data protection, the protection of the calculation algorithm is provided. 

At the same time, this approach requires further research, since some of its shortcomings prevent 
widespread adoption: 

 high computational complexity of learning neural networks; 

 there is no methodology for substantiated synthesis of neural network architecture; 

 application for data encryption using random substitution tables is susceptible to attacks using 

frequency analysis; 

 an issue of the loss of security and obfuscation in the case of overfitting remains open. 

6. Conclusion 

The paper presents an analysis of the problems of providing trusted cloud computing. Various 
approaches to solving this problem are considered, and an approach based on artificial neural networks 

is proposed and substantiated. 
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