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Abstract

This article focuses on the principles of topic analysis of electronic hypertext. E-
hypertext is defined as a communicative-cognitive phenomenon, which has all the signs
of textuality, and is also characterized by a complex structure and non-linear connection
between text fragments. We are developing an algorithm that reveals the thematic con-
nections in the three-part elements of e-hypertext. As a result, thematic dominants in the
structure of media discourse are identified, as well as two strategies of topic organization
of e-hypertext: monothematic and polythematic transitions.

Keywords: e-hypertext, topic modeling, text coherence, semantic proximity, hyper-
textuality

1 Introduction

Over the past decades, hypertext has become a complex phenomenon that has been interpreted
in various sciences (cybernetics, sociology, linguistics, psychology, etc.), and this suggests a
metaphorization of the concept. It made it possible to define hypertext as a method of in-
quiry, “a lens through which other topics are investigated” [Atzenbeck and Niirnberg, 2019,
29]. Thus, hypertext has become not just an object of study, but a special method of studying
various theoretical and practical issues. Topic modeling of the structure of electronic hyper-
text (e-hypertext) is an important task in Natural Language Processing and Computational
Linguistics, as it allows to provide prediction of semantic relations between linear texts, which,
in the end, is closely connected with the task of automatic text generation, development of
dialogue programs and creation of artificial intelligence.
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bution 4.0 International (CC BY 4.0).



In this paper we regard the phenomenon of hypertext as a complex structure that includes
two levels of organization. On the first level, it is type of system, characterized by provision of
links or other structure to users. This type of structure has formed the basis of the Internet,
and it is characterized by nonlinearity, multimedia, openness, eternity and provides storage and
exchange of information between users. All data on the Internet forms a universe of electronic
documents [Ryazantseva, 2010] consisting of nodes and multidirectional links between them.

On the second level, electronic hypertext is a special type of text that is transformed un-
der the influence of hypertext media into a new type of communicative and cognitive element,
which has all the features of textuality (cohesion, coherence, intention, acceptability, infor-
mativeness, situationality, intertextuality), and is characterized by a complex structure and
non-linear links between fragments [Shulginov 2016|. This approach is based on the hypertext
conception suggested by the French literary theorist G. Genette |Genette, 1982]. In Genette’s
theory the term “hypertextuality” is used to refer to the type of relationships between fiction
texts only, where one or more texts derive from the initial text by means of direct transfor-
mation or imitation. Thus, hypertext as a special information system creates a non-linear
infinite space, which determines the formation of a new type of discourse based on dialogical
connections between text chunks.

Author of the term hypertext T. Nelson argues that electronic hypertext changes the
positions of the writer and reader. His notion of hypertext is understood by ‘“non-sequential
writing — text that branches and allows choices to the reader, best read at an interactive
screen. .. this is a series of text chunks connected by links, which offer a reader different
pathways” [Nelson, 1993, 2|. It manifests the poststructuralist concept of “death of the author”
[Bart, 1994], according to which the source of the text is not in writing, but in reading. The
reader ceases to be a passive recipient of information, he or she constructs the message in
cooperation with the author.

However, such freedom of perception and interpretation of e-hypertext by the reader turns
out to be quite conditional, since it is the author who defines its composition. Actually, the
e-text readers freedom is limited by the choice of one of two strategies of hypertext activation:
“selecting the text semantically related to the previously read section (coherence strategy)
or choosing the most interesting text, delaying reading of less interesting sections (interest
strategy)” [Salmeron, Kintsch, Canas, 2006, 1157]. But the author creates a three-component
structure that includes the initial text, the target text and the hyperlink. Moreover, if we
study electronic hypertext from the author’s point of view, it is the target text that becomes
the primary one, as it is the stimulus for further construction of hypertext. The main means of
ensuring the cohesion and coherence of electronic hypertext is the semantics of the hypertext
transition, which is usually marked by the nomination of the links. Depending on the authors
strategy, the semantic proximity between the nomination of the hyperlink and the target text
could be variable: the target text performs the function of interpretation (in this case, there
are relations of title/text) or hides the semantics of the hypertext transition (the hyperlink
indicates the possibility of hypertext transition, but doesn’t give a semantic characteristic
of the target text). In addition, it is important to take into account which texts can form
hypertext structures with each other.



2 Methods

To analyze the topic structure of electronic hypertext, we have created a corpus of three-
component hypertext elements, the search engine allows to find links according to the param-
eters: part-of-speech characteristics; the number of words in the link nomination; syntactic
position of the link in the sentence. In addition, the corpus has the ability to search by
keywords in the source and target texts and to identify which links connect these text frag-
ments. The corpus includes texts that relate to the Internet news discourse. The following
media were used as sources of information:“Kommersant”, “Izvestia”, “RBC”, “Novaya Gazeta”,
“TASS”, “Dozhd, “Vedomosti”, “Interfax”, “HabraHabr”, “Kremlin”. The data set includes 53000
articles which include 12 million tokens in total. These articles are connected in 70000 three-
component hypertext elements. These data are processed in three stages: data collection,
preprocessing and modeling, and topic modeling. Data collection is carried out with the use
of parser developed on the basis of Python libraries: requests (access to web pages), Beauti-
fulSoup (reading of HTML-content), re and NLTK (selection of necessary elements). Parsing
is performed in two stages.

Firstly, the parser analyzes Internet news resources, indexes all links on the page, collects
pairs: source/target text, links, and domains. If a link is found on the target text, it is assigned
the status of the source text and the algorithm is repeated. Secondly, the parser analyzes the
pairs of texts to find the full-text fragments. When the necessary tags are found, all elements
of source and target text are loaded into the database. The set of analyzed components
includes media title, article content, title, subtitle, name of author, tags, date of publication.
So the database allows us to identify correlations between linguistic (text subject, frequency
characteristics) and extra-linguistic features.

Each text goes through a preprocessing stage, during which tokenization, normalization,
lowercase transformation and removal of punctuation marks are made. We used standard dic-
tionaries to remove stop words, but the word "rox” (year) and acronyms (ma. (million), mMuap.y
(billion)) were also removed due to the peculiarities of web discourse. After data preprocessing,
we generalized keywords to collocations taking into account frequency of their co-occurrence.
Collocation analysis was performed by means of phrases module in gensim library for Python
(https://radimrehurek.com/gensim/). It has allowed combining semantic neighbors in one
token that has reduced the matrix dimension. We used a TF-IDF scheme to detect keywords
in each document. The weight of each keyword was calculated using the wellknown TF-IDF
(Term Frequency — Inverse Document Frequency) formula.

As a result, we received a matrix of 2000 tokens per 53,000 documents (base-matrix),
which takes into account the weight of each token for the text fragment in which it is used.

At the stage of topic modeling, we used multiple learning method t-Distributed Stochastic
Neighbor Embedding (https://scikit-learn.org/stable/modules/generated/sklearn.
manifold.TSNE), which is particularly well suited for the visualization of high-dimensional
datasets. This method transforms high-dimensional objects by a two-dimensional points in
such a way that similar objects are modeled by nearby points and dissimilar objects are
modeled by distant points with high probability. The algorithms starts by calculating the
probability of similarity of points in high-dimensional space and calculating the probability of
similarity of points in the corresponding low-dimensional space. Then it tries to minimize the
Kullback-Leibler divergence between the two distributions using a gradient descent method
with respect to the locations of the points in the low-dimensional space. Using this method,
we were able to predict the topic clustering of the hypertext corpus. After the algorithm
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had worked, we got a set of points characterizing the distribution of our data set. Then we
clustered it with the DBSCAN (https://scikit-learn.org/stable/modules/generated/
sklearn.cluster.DBSCAN.html) algorithm, one of the advantages of which is that it does
not require specifying the number of clusters in advance. The DBSCAN algorithm can be
abstracted into the following steps:

e find the points in the (eps) neighborhood of every point, and identify the core points
with more than minPts neighbors;

e find the connected components of core points on the neighbor graph, ignoring all non-core
points;

e assign each non-core point to a nearby cluster if the cluster is an (eps) neighbor, other-
wise assign it to noise.

As a result of DBSCAN'’s work, the clusters depicted in the Figurel are highlighted.

Figure 1: Preliminary topic clustering of the data set

On the basis of the obtained data, we have identified 40 basic topics, which have become
features for further clustering of the data set. Based on our understanding of the overall
thematic structure of the enclosure, we applied the non-negative matrix factorization method
to identify the exact topic clusters. Base-matrix is represented by the two smaller matrices
M1 and M2 (with the size of Number of documents * R, R* Number of words), where R = 40
(number of basic topics in the data set).

We got the weight of the words for each of the identified features. The words with the
highest weight determine the content of each topic.

Topic features correspond to the matrix column numbers. We analyze the words with the
maximum coefficients for each column and then assign titles to the topics according to the set

of the most significant words. As a result, we obtained the following markup for the features
(See Appendix, Table 4-6).


https://scikit-learn.org/stable/modules/generated/sklearn.cluster.DBSCAN.html
https://scikit-learn.org/stable/modules/generated/sklearn.cluster.DBSCAN.html

MmN m!uocnan-ﬂovne-}non'unoao-ﬂnumouoanonc-ozocu-uoe-an

poccumcion 0 02 0 DDWQUDDZGVUSOZDOE(‘?G!D 002010010 0010010 0 0 000 003001010 =
Gar ﬂ’DﬂOﬂDﬂ!ﬂﬂD']D’JDflDDUD’JQC\DDHDODGEOQO"JDJDOQ
[T nUCBDUBUU"JDHUDGD'JUO‘]OGBCIDBDDUDGU\'}UDUU"JUOO4
e © 000200 00b8o o000 oofflooooccaiooocoooooaiconsnoon
@n 000o0oo0coooococooaosoooofflocococonocoocntocaiacne
Petown 0 00 0000000000000000000000000caifooocoocann
Pomedm © © 0 € 0 8 000000008000000000000000000¢000affoo ¢
wprow 0 00000000000006000000o00ocffflocoooocoocooo0nona
Gmaner © 00 0000000000030000affflooocoaioooocooo00anoaro
woua 0 0 0 0000000000 0C0CO00CO0CO0CO0CO0CO0DO0O0CTPD 000000 C0QCO0ODO0ODO0CQO0ODO0ODO0OO0
asTOMOGKE ﬂ()UOUQQD’JI)DI'JOUDODDHDUDQEODDG-’J(JEJUOUD’JDOD
00500ﬂ000|'ﬂDDﬂDGDflDD.OODC\DDDDGDGQCQOGDOOﬁ'ﬂD
ﬂGﬂDﬂDC\D3ﬂDﬂDGDODDDDQDGDDUDO&DGEOGDGCIDOD e
000000000000 00I0000000000000000000000ao0o ol
0007004030(\00\103'1(\DQDOOQ(\DOﬂ?DﬂO(\ﬂﬂJQOﬂQD\'\DO(\1
mowap 0 00 0D0D0000000000000000000000cofflococoocooano
moer 0 00 coocoooffloecocococaooocnioncoaooo00zoeInaa0 00
gunw 0 0c00000000000000000o0offlooococococoocnncn
wpem 0 0c 0000000 oooffftiococococoocoonicoocococ000a0000 s
MMnnuapa UU4UUU.\U‘JJ£’J05U\JU'J\JUUU|U\JUJ\JDUUUU]’GU\)UUJUUU4‘JU
nu'[‘UOUOJQQU’JDO'JOODODOUOUBC’U()UQDUOUOUOJDUOU
ryGepnatop U':UU‘JHQU3UDUUZUDJUDDDOUUDDDDQUUUCUOJDJUUU
wu—'nﬂﬂﬂﬁﬂDGD’JDDGOGDODDODODGDDE\DOTIGEOEO?DGDID
verwas 010 0 0 offf 0 002010 002010010 0000000 00020000020000010 001
mgnonnmnannnan-:nnnnmnnnnnnnnnnnn.«nnannman o
enosex o 0 0 o offflo oo 0000000080 00100000 000500260000000
crpana 04 003 0030010030 0 0 002030040 0 0 00 0 0 ooffooso 0010 0 001040 002
@ 00000000000200000000000000cocoooo0o00000
epumancom 0010 0 000000 offloeoooooococaiooooc0000000000000
womvenns © 0 0 oo 00 000000000000 001010030000000000foaoa
012 3 4567 689 0VHR2VMKBHBITBHDHNNDMNMBETEHNNDNDMIBBITIBS oo

Figure 2: Weight of the words for each of the identified features

Similarly, the next step is to categorize the text into 40 features, taking into account
the weight of the keywords. This allows us to identify the topic of each text fragment in our
database, as well as to find out the texts which topics are actively involved in the formation of
three-part hypertext structures. Thus, we can formalize the dialogical connections in electronic
hypertext.

3 Results

Automatic analysis of the topical structure of the three-component structures identified 40
topics, which were then clustered into 21 main themes and 16 sub-themes. As a result, at the
macro level the thematic structure includes Accidents, People, Foreign policy, FEconomy, Jus-
tice, Construction, Pension reform, Government, Elections, Bank, Football, Cars, Aviation,
Cosmos, Profits, Demonstrations, Internet, Family, Cinema, Military, Orthodozy.

Some of the topics are represented by a set of sub-themes, which is a marker of their
discursive function in the electronic media. An example of such a topic is Foreign politics,
the texts of which describe Russia’s relations with various states: Ukraine, Turkey, Iran, the
FEuropean Union, the United States, Syria, China and England.

However, these topics may be represented by even smaller thematic entities. In particu-
lar, the subtopic USA is split into the subtopic Government (k-words: CIIIA, amepurarcrui,
mpamn, JOHAALO MPAMN, BAUWUHZTMOH, NPe3udenm, 0eAby JoM, BMEWAMEABCNEO, KOHZPecc,
coedunums, wWmam, 3aA6UMb, GOMUHUCMPAYUUA, WIMAM, 006UHEHUE, GMEPUKAHEY, 600D,
paccaedosarue, twitter, sasasaenue, kndp) and Sanctions (k-words: camnkyus, npomus,
cuLa, 66ECMU, MUHPUH, OMHOUWEHUE, CNUCOK, 02pPAHUMEHUE, 66edeHue, NONACMb, 3anpem,
poccuuckuu, busnecmen, mepa, amepukanckul, esodums, nosoe). Topics Economy (Business,
Oil, Budget), Justice (Court, Investigation), Military (Army, Navy), Government (President,
Head of the administration) and Internet (Social networks, Blockades, Internet resources) are
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also characterized by a complex structure.

Keyword frequency analysis within each topic showed that the greatest value is attached
to the topic Foreign policy, the subtopics of which are ranked in the next sequence: USA- 6%,
Ukraine — 4,2%; England— 4,1%, China — 3,8%; Turkey s — 3,7%; Iran — 3,5%; Furopean Union
—3,4%; Syria — 3,2% . This topics are also of high value for the news discourse: People (about
5% of the total thematic landscape), Justice (Investigation- 4.2%; court - 3.3%); Economy
(Oil - 3.8%, Business- 3.5%); Pension reform (3.4%); Construction (3%).

Topic analysis of the three-component structures of e-hypertext has shown that the author
can use two different strategies to create it: fragments of texts can be combined by a common
topic (monothematic hypertext) or fragments belong to different topic groups (polythematic
hypertext).

The monothematic three-part structures include texts on the following topics: Fire, Syria,
Blockages, Cosmos, Orthodozy. So, hypertext structures of this type are characterized by
“thematic deafness”.

Table 1: Links-reactions to topic groups of texts

Keywords Names of links Numbers
Brogser SAFEHTh 09
THCATE 92
coo0maTe 70
TOBOpHTE 49
TPEANONHTE 43
$ong coo0ImaTE 103
SAAEHTh a0
MHCATE 79
Oy OIHEOEATE 63
OOBABHTE 59
TOBOPHTE 30
PACCEa3aTh 38
Cynnia Ccoo0IIATE coo0mATE 205
TIHCATE 102
SAXEHTH 100
TOBOPHTh 47
OO BABHTE 45
PACCEAIATE 41
APECTOEATE 40

The data in table 1 demonstrate, that these topics have the lowest inter-thematic tran-
sition coefficient (Itc < 0,5), which is calculated by the formula: inter-thematic transitions /
(intra-thematic transitions + inter-thematic transitions).

The minimal inter-thematic potential is characterized by the topic Orthodoxy, which
is represented by the following k-words: uepxosw, pewenue, oxkmsabpv, npunamos, nepedava,
3GA6UMDB, 24060, NOPOULEHKO, CMPYKMYPAQ, PYCCKUT, Jeticmeue, OMMEHUMDb, B0CCMAHOBAEHUE,
coddanue, Mocksa, npudnamsv, deticmeosamsn. The analysis of nominations of links in
monothematic three-part hypertext structures shows that links reflect the topic of these
text fragments (npedocmasaernue asmoxepanus (20), pasopsamv (15), pasopsamv ce:a3v
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Table 2: Correlation between topic and type of hypertext transition (monothematic hypertext)

Table 3: Correlation between topic and type of hypertext transition (polythematic hypertext)
Number of intra- | Number of inter- | Inter-thematic
thematic transi- | thematic transi- | connectivity

Text Topic tions tions coefficient
Internet 9 91 0,91
Budget 222 552 0,713178
Profits 256 619 0,707429
Military 286 593 0,67463
Foreign policy 356 651 0,646475
People 749 1175 0,610707
Construction 596 788 0,569364
Business 698 902 0,56375
European Union | 478 543 0,531832

Number of intra- | Number of inter- | Inter-thematic

thematic transi- | thematic transi- | connectivity
Text Topic tions tions coefficient
Orthodoxy 680 75 0,099338
Cosmos 1126 340 0,231924
Blockages 447 136 0,233276
Syria 756 262 0,257367
Fire 455 158 0,257749

Kkowcmarnmuronosvckul nampuapzam (13), npexpawernue ywacmue cmpykmypa (12)) or ex-
press the tonality of the authors reception (npueposumo (4), ckandan (3)). In general, the
coherence of the Orthodoxy texts is reflected in the nomination of the links, which often
refers to the content/title of the target text. Thus, for example, the link to the nomination
“pazopsatp”’ ("break") is the authors reaction to fragments with the titles: PIII] pasopsana
omnowenusn ¢ Koncmanmunonosvckum nampuapramonm, Koncmanmunonoav omayywuaiy om
PIII]: wmo o3navaem 4eprosHvil packon.

The strategy of inter-thematic hypertext transitions is most often used when the initial
text relates to the topic Internet. The target texts are fragments characterized by the sub-
themes Oil, Business, USA, "Ukraine. In our opinion, this is explained by the functional
specifics of this type of connection: the vocabulary of "Internet" thematic group marks the
hypertext transition to the fragments, the function of which is to confirm the evidentiality of
the initial text. Thus, the inter-thematic potential of hypertext structures is determined by
the authors attitude to confirm the veracity of the published information.

As Table 1 shows, the texts related to Politics, Economics and Construction fields show
the greatest potential for generating inter-thematic transitions (Itc > 0,5). Text fragments of
one of the most active topics Budget are represented by the following key words muaruapd,
PYoAL, 6r0dotcem, Gond, cymma, cocmasumo, 0oz, MuH@GuH, CPEICMBE0, Pacrod, SuPYIKa,
MPUANUOH PYOAL, 06BECMD, D0X00, AKUUA, BHINAAGMA, SLPACTIU, GKMUG, MPUALUOH, KPEOUM.
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Figure 3: The strongest topic connections in three-part hypertext structures

We have identified the nominations of links, which are the author’s reaction to text
fragments with keywords 610dorcem, ¢ond, cymma.

Most of the frequency links do not inform about the topic of the target text, and do not
express the tonality of the authors reception. They indicate the format/genre of the target
text, which can be determined by the inter-thematic transition, but also by the context of the
broader expression of the semantics of the hypertext transition, as well as the popularity of
the texts of the topic (and thus the use of the most frequent verb links). We have identified
the strongest thematic connections in three-part hypertext structures, limiting the minimum
number of hypertext connections to 20 examples (see Fig.3).

As the data show, the structures of three-part hypertext elements often form the texts of
related topics: Budget — People, Construction, Military — Navy, Profits — Financials market,
Court — Investigation. However, hypertext connections also reveal nontrivial topical connec-
tions, which are explained by the specifics of the publicist discourse of the given period. For
example, the connection between the themes of the Index and the Budget is determined by
the criminal action of Russian footballers Kokorin and Mamaev, which is widely reflected in
the media. The correlation between the Navy and Justice topics appeared

4 Discussion

In this article we carried out topic modeling of hypertext structures and revealed two types
of the author’s strategy: the creation of monothematic and polythematic hypertexts. The
analysis of three-part hypertext elements has shown that the potential for inter-thematic
transitions is determined not only by the specifics of the author’s reception, but also by the
specificity of the intersection of texts in the media discourse. To a large extent, the topic
structure of e-hypertext is determined by the thematic dominants of the publicist discourse



in a certain period of time. The approach to creating metrics that define the potential for
intertext transitions is the discussion.

The final sample did not include the topic Meetings, which is low-frequency in the cor-
pus, but creates thematic links with 33 topics: Court, Investigation, Business, Accidents,
Head, Elections, Cinema, Orthodoxy, Construction, Ukraine, EU, Oil, People, Foreign Affairs,
Revenue, Navy, Cars, Bank, President, Social Networks, Blocks, Budget, Aviation, Internet,
Cosmos, Football, Iran, USA /elections, Army, England, USA/ Sanctions, Turkey, Syria. The
question of correlation between the author’s strategy and the type of semantic connection
between the nomination of the link and the target text also remains controversial.
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Appendix

Table 4: Features and k-words. Part 1

Topic
ID NMEF - components

['cucrema’, 'nare’, ‘mcnonb3oBate’, 'Kox', 'daitr’, ‘dynknusa’, ‘pabora’

'yerpoiicTBO’, '3aj1ada’, 'MCHoOJIb30BaHUE , ‘ceTh’, ‘cepBep’, 'MpUJIOKeHue', 'HaIpumep’,
34 'Mogiesib’, ‘puMep’, '3Hauenne’, 'Kazkaplii’, "moMoIIh’, "HYKHO'|

["wenoBek’, 'ouenn’, ‘camblii’, ‘Gosbinoit’, eme’; ‘'roBoputs’, ‘Bpems’, 'xopomuuii’, "XoTers’,

JKU3Hb', 'mpocTo’, ‘cTarh’, '3HATH’, 'Jgenarh’, 'cKasarh’, 'Mup’, 'paborarh’, ‘cienars’,
0 "Botipoc’, "iymars’|

['wenoBek’, ’okrabpn’, ‘npousoittu’, ’'mosunums’, morubHYTH', ’paiion’, Topo’,

"B3pBIB’, 'MOckBa’, 'pe3ybrar’, 'coodmaTh’, 'coo0IuTh , 'TOoCTPaJaTh’, TOCTpa aBIInii’,
6 "MHITJIEHT, "HAXOMUThCs , 'coobIaThes’, 'MyzkanHa', 'panee’, '31anue’|

['ykpanna’, ’ykpamHckwit’, 'kueB’, ’KpbIM’, ’'mopormeHko’, ’‘monbacc’, 'reppuropus’,

'3agBUTH, JHP’, 'TpPe3uJIeHT’, 'BJACTb’, 'peciyO/uKa’, 'Ta3mpoMm’, 'pua HOBOCTD
4 'koudukT’, ’obacte’, ‘memyratr’, ‘crpana’; 'cioBo’, “KypHAIUCT |

['neno’, ’corpymmuk’, ’ckp’, ’ciezctBue’, 'yroJjoBHBIA jies10’, 'pacciefoBaHue’

3ajiepKaTh’, ciepoBaresb’, 'dhcd’, ‘caeacTBEHHBIN’, yipaBjeHue’, ’'CJIeJICTBEHHbIN

komuTer’, 'purypant’, 'oOBUHATH’, '00OBbICK’, 'ajiBoKaT’, ’opran’, 'yOumiicTBO’, 'OBIBIIMIL,
31 "o/103peBaTh’|

['ena’, 'poct’, 'puiHOK’, 'ypoBenb’, 'TomnuBo’, 'HedTh’, 'cHUXKeHME', ‘'cTaBKa’, 'BhIpACTH

‘noBbinienue’, ‘unduianus’, 'pyosn’, ‘Oappenb’, ‘tiena nedTh, 'Kypc', SKOHOMUKA,
16 "IpOruo3’, ’cronMocTh’, 'BaIoTa’, "MPABUTEIHLCTBO |

['cima’, ’amepukanckuit’, 'Tpami’, 'poHasba TpaMin’, 'BAIIMHITOH', 'mpe3ujeHt’, 'Gesiblii

JIOM’, 'BMEIIATEILCTBO’, 'KOHI'pecc’, 'COeJIMHUTDL INTaT , '3adBUTL ,  aJIMUHUCTpAIUL

‘mmrrat’, ’oOBUHeHHe', 'aMepukaHell, 'BbIOOP’, 'pacciegoBanue’, 'twitter’, ’sasiBieHune’,
2 "KHIp'|

['kommanus’, ’chenka’, ’akmus’, ’moas’, 'rpymma’, 'peIHOK’, 6m3Hec’, ’‘akmmonep’

'KpyHHBIi', 'mpojaxka’, 'coBeT aupekTop’, 'pOK’, 'MWLJIMOH', 'aKTUB’, 'TEHJIUPEKTOpP’,
1 ‘group’, 'unBectop’, ’000’, 'Biajesnen’, ‘ousHecmer’|

['3akonompoekT’, ’'Bo3pact’, 'rocayma’, 'sakon’, 'meHcus’, TOBBIIIEHHE MEHCHOHHBIH

'IIeHCUOHHBIN', 'NpaBUTEIbCTBO’, ’'MonpaBKa’, ’'mgemyrar’, 'TeHCHOHHBIH pedopma’,

KEHIHA', 'TpaKJIaHuH , 'JIOKyMeHT , 'BHecTu’, 'pedopMma’; 'MPUHATH', TIPEJIOKUTD ,
17 'm3MeHenne’, Tpaso’]

['cyn’, ’amBokar’, 'pemenue’, ‘meno’, ‘cympst’, 'apect’, ‘npurosop’, 'McK’, '0OBHHSTB'

'XojlaTaiicTBo’, '3acejanme’, ’3amura’, 'CpOK’, 'IPU3HATH, CyJIeOHBIN’, 'MOCKBa/’,
3 ‘obBuHeHME’, 'Mepa Tpecedenne’; 'mpaBo’, ‘apecToBaTh’|

['poexT’, 'CTPOUTEIHLCTBO, ‘pasBuTne’, ‘Ta3npoM’, 'MocT’, 'peasm3ariusi’,

‘mHpacTpyKTypa', 'moCTpouTh’, ’'0b0bekT’, ’‘pabora’; ’'raza’, ’'3aBoji, y4acTOK’,

‘mHBecTHIUs’, 'co3naHue’, 'duHaHCHpOBaHUE , 'MOIIHOCTHL', 'Iporpamma’, 'ceBepHBIil’,
27 "HOBBIIT|

['mpesuyent’, 'Berpeua’, myTtun’, 'BaajguMmup myTHH', ujep’, Tleperopopkr’, ‘caMMut’,

‘TpaMIl’, 'TOCyJapCcTBO’, 'BOIPOC’, 'KpeMJib’, 'BU3UT’, 'COCTOATHCA , 'JIMHUTPUN IIECKOB’,
5 ‘cKa3aTh’, 'TyiaBa’, ‘3adBUTH’, 'NOHAJBI TPaMIl', '00CYINTh’, 'T1ecoK’|
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Table 5: Features and k-words. Part 2

Topic
1D NMF - components

['rnasa’, ‘ry6epuarop’, 'peruon’, ‘orcraBka’, ‘noct’; 'peciy6imka’; 'pOK’, TpaBUTEIHLCTBO

'MOJZKHOCTB , aJIMHHHUCTpAIUs’, 'TOCIHOAWH', 'MCTOYHHUK , 'MPEe3uAeHT’, Ha3HAIUTh
25 "MUHHUCTD', '3aMeCTHUTENb , "aJleKcan/p’, 'Ha3HadeHne | 'PYKOBOIUTENb , '00J1acTh |

['BBIGOD’, 'Kauaumar’, 'maprus’, 'BeIOOPLI, 'Typ’, ‘TosocoBanme’, ‘rooc’, UK, ‘e auHbIil’,

‘m3buparenn’, 'Kupd’, ‘memyrtar’, 'Mdp’, 'pesyabrar’, 'ceHTIOphL’, 'permon’, 'mpoiTu’,
12 ‘rnaBa’, ‘mapJaamMeHtT’, 'TOTUTHIecKuil’|

['6anka’, ’6ank’, 'm6’, ’'KpeautT’, 'KpeAuTHBIH opraHumzarms’, 'O0AHKOBCKHIA', ’aKTHB’

"cbunancoBbIit’, ‘cTaBka’, 'peryngarop’, 'KaueHt’, 'coepbank’, 'BTO’, ‘oneparus’, 'KaruTas’,
10 ‘cpesicTBO’, BRI, 'KpeuTHBIN, JoTKpbITHE', 'cUer’|

['Marda’, 'komanga’, dyrbosuct’, 'kiy6’, ’cbopublii’, ‘'urpa’, 'dyrbos’, "yemmmonar mMup’,

‘urpok’, ‘criopreMen’, ‘caer’, ‘ce30n’, ‘nobea’, ‘'MuHyTa ', ‘Urparh , 'Typ’, 'cocraB’, ‘cTrarh’,
20 "MOCKOBCKHi1’, 'OKTSAODD’|

[aBromobuis’, ’mammuna’, ’BoguMTesnn’, 'Mojenn’, ‘upogaxka’, ‘tubma’, ’gopora’,

‘aBUTATENb , 'ThiCAda', 'HOBBIH', aBUMxKeHme', ’aBapus’, 'PBIHOK’, 'MecTo’, 'mTpad’,
21 "TpaHCIOpPT’, 'TPOoAaTh’, 'CKOPOCTD’, 'MPOU3BOICTBO’, ‘accakup’|

['6puranckuit’, 'BesmkobpuTanus’, 'cosicbepu’, JOHIOH', 'BEIECTBO’, 'HOBHYOK, 'MapT’,

‘nuniomMar’, 'paccijesioBaHue’; 'MHIMJACHT , 'OOBUHEHWE , '3adBUTH’, TOJHUIUA , MU,
11 ‘corpyaauK’, ‘ObIBIIHMiA’, ‘arent’, 'crercayk6a’, 'MockBa’, ‘passeka’|

['pakera’; ’aBapus’, ’'pockocmoc’, 'Mkc', ’cowos’, ’samyck’, 'skmmax’, moJer’,

"KOCMUYECKH#’, 'CIyTHUK', 'OKTAOpPL', 'cTapT’, 'TPOU30WTH’, 'KOMHCCHA , TpUIHHA,
18 'kocMmoc’, cranmust’, ‘uctounuk’, ‘cucrema’, "zemiist’|

['canknus’, ‘nporus’, ’crua’, 'BBectn’, 'MunbuUH’, 'oTHOIIEHNE’, 'CUCOK’, 'orpaHnYeHUe’,

'BBejIeHHE’, 'TIonacTh’, ‘3ampet’, 'poccuiickuii’, "uio’, ‘aBryct’, ‘ec’, ‘omsnecmen’, 'mepa’,
9 "aMepUKAHCKU’ | "BBOJUTE , "HOBOE |

['camosier’, ’Gopr’, ’aBmakommanus’, ‘maccaxkup’, ’'aspomopt’, ’peiic’, ’moser’,

"HAXOJUTHCS , 'SKUIaxK’, 'BepToJer’, TOrmOHyTh', ’yHnacTb', 'MHUHOOODPOHBI’, 'MHHYTa’,
22 ‘nBUTaTe b, TpUIUHA', 'TpaHCIoOpT’, 'coodmmTh’, "Muc’, 'MecTo’|

['crpana’; ’ec’, 'maro’, ’eBpomeiickuii’, ’eBpocoro3’, ’eBpomna’, ’ajbsHC’, ’coryaiieHue’

‘TepMaHud’, 'CAMMHUT’, 'COBET’, 'MUHHCTD’, 'BeJIMKOOpHUTaHWHA , '3adBUTH, 'Tpy3usd
36 'pertierne’, ‘rocyIapcTBO’, ‘MobIa’, ‘oTHOIIEHNE | ‘TapaamMeHT’|

['cupust’, ’cupwmiickuii’, ‘6oeBuk’, 'Teppopuct’, 'yaap’, 'mspamib’, '00H’, 'T'pyNIIHpPOBKa’,

‘oneparus’, 'araka’, ’paiion’, ’'teppuropus’, 'MUHOOOPOHBI, cuja’, 'TOpOJ,
13 ‘opranusarust’, 'BoicKo’, 'yperyjauposanue’, 'BoeHHbI’, "HaHecTH|

['Mummon’, 'Teicsua’, py6an’, 'okoso’, ‘cymma’, 'pasmep’, ’mrpady’, ’cocraBuTh’,

"noxoj1’, ‘cocTaBisATh’, ‘3apiuiara’, gaHHbBIE, 'MecsIl’, 'CTOUMOCTDL , 'JeHbra’, 'pOCCUAHUH,
7 ‘cpeumii’, 'obmuit’, "aucso’, ‘'keaprupa’|

[akuuns’, 'MuruHr’, HaBaJbHBIN', '3ajep:karTh’, ‘mojuius’, TpoBejeHue’; 'ydacTHUK',

‘opranmsarop’, 'MocKBa’', 'desioBeK’, ‘'Meponpustue’, 'aKTUBHUCT , 'TPOTHUB’, '3ajiepKanue’,
15 ‘cTopoHHEK, ‘TOpos’, 'coryacoBaTh’, 'BiacTh’, ‘mpoiitn’, ‘nosnumneiicknii'|

['poccuiickuit’, 'pd’, 'mocksa’, 'muya’, 'demepanusa’, MexyHApOAHBIH', auniomar’,

'MHOCTPAHHBIN ',  'opraHu3anugd’,  'MOCOJBCTBO',  'TPaxKJIaHWH',  IPEJICTABUTEJD

'POCCUSHUH’, 'CIIOPTCMEH’, 'COOOIMUTL , 'MUHUCTDP’, 'cKa3aTh’, KPbIM', 'OQUIUAJILHBIN,
8 'OTMeTHTD'|
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Table 6: Features and k-words. Part 3

['mosib3oBaTens’, 'facebook’, google’, 'cepsuc’, 'sHyekc’, ‘corncers’, ‘puioKenue’, narh’,
‘peksiaMa’, 'conmasibHbI ceTh’, 'mHpOpMalnd’, 'KOHTEHT , 'KOMIIaHUs , TI€PCOHAIBHBIN

14 ‘mocryr’, 'uareprer’, ‘apple’; ‘caiit’, "twitter’, "suaHbIit|

['pebenok’, ’mkosa’, ’pommrenn’, ‘ceMbsi’, 'MOAPOCTOK’, 'merTcKmit’, 'yKeHIIuHA’,

‘obpazoBanue’, ’OojbHHUIA’, 'KJjacc’, 'MeIUIUHCKH#', 'Bpad’, 'TOMOIIL’, 'MUH3IpaB’,
29 "'Mapt’, 'poxKjienue’, ToJuron’, XKusHb', ‘'usBectre’, 'MOCKOBCKUil'|

['BoennbIil’, 'MuHOGOpOHBI', ’apmusi’, ’BOOpyzKeHHe', ’'pakera’; BOEHHOCIIYZKAIuii’,

"KOMILTIEKC', 'BOMCKO’, ’HaTO’, ’BOOPYKEHHBIH cuia’, ’cuia’, ’'obopona’, ’opy:kwne’,
37 ‘rpanung’, ‘oneparnus’, 'rexauka’, ‘cucrema’, ‘6oes’, 'poceniickuit’, 'nosoxenue’|

[[Mumapn’, 'py6ss’, ‘Gogzker’, 'dong’, ‘cymma’, ’'cocraButs’, gosr’, 'Munbun’,

‘cpesicTBO’, 'pacxoj, 'BbIpydka’, 'TpwummoH pPyOss’, ’obbecTh’, ‘moxon’, aims’,
28 'BBIIIATA’, 'BBIPACTH, 'aKTUB’, 'TPHILINOH’, "KpeauT'|

['duieM’, 'pexuccep’, 'Kapruna’, 'Tearp’, ‘npembepa’, 'poss’, ‘criena’, ‘upemust’, ‘repon’,

‘asekceit’, ‘mcropus’, 'KyabTypa’, 'Xopomuit’, 'BeIfiTH’, 'dHBapbL’, 'SKpaH’, MHCHMO’,
24 'rIIaBHBIA, 'Oy IuTh’ | "yKeHImHa |

['kurait’, 'mormutnaa’, 'ToBap’, 'Kurtaiickuii’, 'TOproeeiit’, ‘BBecTH', 'MMIOPT’, 'TOProBiis’,

'BBejleHUE’, 'IPOJyKIms , 'Muummap’, 'Tapud’, 'Mepa’, 'mocraBka’, 'Bomna’, 'cTpaHa’,
23 "BAIllMHITOH , "aMepuKaHCKuii’, ‘orpanudenne’; 'obbem’|

['Typrms’, 'Typernkuii’, ’'caymoBckuii apasus’, 'mocraBka’, »KypHaJucr’, 'OTHOIIEHHE'

'youiicTBO’, ‘TasnpoM’, ‘crpana’, ‘’oKTI0ph’, 'BJIACTh’, 'POCCUICKMIT’, 'TIONBITKA , '3adBUTH’,
26 ‘npesugent’, 'Typuct’, ‘cropona’, ‘raza’, ‘rpanuna’, 'cBs3b’|

['wpan’, ’anepubrii’, ’cornamenue’, ’upanckuii’, ‘cmeska’, ’'medTh’, 'mporpamma’

‘mojncaTh’, 'BBIXOJ, CAHKIWMs', J0oropop’, ’'Oappesib’, ’‘u3paumib’, BaIUHI'TOH,
39 ‘meperoBopbl’, 'neficTBue’, 'crpaHa’, 'MexKyHapOJHBIN, ‘Maii’, ‘mocTaBka’|

['kopabsb’, ’ykpaunckuii’, ’‘cymano’, ’Hosbpn’, 'dcb’, 'Mopckoii’, ‘mopr’, ’BoeHHbIH

'MIPOBOKAITNA , '38JIePXKATh’, 'TIOJIOYKEHUE , 'POCCUUCKUN’, "MHIIMJICHT , 'SKUMAXK ', 'PEMOHT
32 "BO30YINTE yTOJOBHBIH', "BoiiTH, 'cuiia’, 'IPUMEHNTE’, *10CTaBUTD' |

['mozkap’, ’muc’, ’denomek’, ’smanme’, ‘tromaje’, ‘mnoruGmmii’, ‘morubHyTH’, ‘Mapr’

‘moctpaJiaBmuit’,  ‘mpomsoiitu’,  'nenTp’, 'MecTo’, XKepTBa', 'cOOOMHTL, 'CK’,
33 '6e3011aCHOCTH , "BO3HUKHYTH , "deThipe’, 'pesyibrar’, ‘mocrpaiars |

['poceds’, 'Hedrn’, ’akius’, ’cuesnka’, 'KommaHus', 'MecTopoxjeHue’, 'HedTIHOI

'POK’, 'cormarenue’, ‘rasmpom’, ‘maxer’, mobbrda’, ‘rimaBa’, 'mMcK’, 'MHHUCTP', 'MUJIJINOH’,
30 ‘mpojiazka’, TpaBUTeLCTBO , 'oKyKa', "HOAOD |

['telegram’, ’pockomuanzop’, ’Meccenpkep’, 'OGiokupoBka’, 'dbceb’, 'zabiokupoBarh’,

‘peectp’, 'mHOpMaIUs’, TOJIB30BATENb , JIOCTYI’, '3aKOH , 'BEJOMCTBO’, 'TpeboBaHue’,
38 "arpesib’, 'coobrenne’, ‘caiit’, ‘oneparop’, 'pecypc’, ‘perenne’, ‘cepsuc’]

['epkoBn’, 'pemenne’; ’okTs6pL’, 'mopomienko’, 'ykpauna', 'ykpauHckuii', ’obrienue’,

'MpUHATE , ‘Tiepeiada’, '3adBuUTh’, ‘TyiaBa’, 'cTpyKTypa’, 'pycckuit’, 'neiicTBue’, 'OTMEHUTS
19 'BoccTaHOBIICHNE | 'co3anme’, 'MOCKBa', ‘pu3HaTh’, 'aeificrBoBaTh’|
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