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Abstract. The Question Answering task, whereby a system receives a
plain language question from a user and returns a concise answer from a
corpus of documents, has received considerable attention from academia
and the commercial world since mid-way through the 20th century. This
paper offers a concise overview of this literature, focussing on recent
advancements of the state-of-the-art achieved by neural network-based
approaches. The rate of change of these advancements is considerable and
has left a sparse landscape of analysis and research still to be conducted.
My main contribution in this paper is to shine a light on these gaps in
the literature, offering inspiration for future research.
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1 Introduction

A Question Answering (QA) system receives a human-language question, seeks
to interpret large quantities of structured and unstructured data, and returns
a concise answer (Hirschman and Gaizauskas, 2001). QA systems have been a
vibrant field of research since the release of the Baseball system (Green Jr. et al.,
1961). QA is an important task as typically users do not want to comprehend
multiple, long documents to find an answer to their question (Lin et al., 2003).
Throughout this time, we have seen a myriad of approaches, from knowledge-
based approaches (Berant et al., 2013; Bollacker et al., 2008; Green Jr. et al.,
1961) to information-retrieval based systems (Brill et al., 2002; Hirschman et
al., 1999; Lin, 2007), as well as hybrids of the two such as the DeepQA system
by IBM (Ferucci et al., 2010). Since the early 2000’s, the introduction of neural-
network-based approaches has resulted in marked success within the domain.

More recently, advances to the state-of-the-art have been attributed to the
application of pre-trained language models; specifically the BERT (Devlin et
al., 2018) language model (Bi-directional Encoder Representations from Trans-
formers). On the SQuAD (Stanford Question Answering Dataset) benchmark
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(Rajpurkar et al., 2018), every one of the top 20 submissions claims to have used
a variation of BERT (as of April 2019). Just recently, human performance has
been surpassed for the first time on this dataset.

It is clear the domain has progressed significantly within a short space of
time. The speed of advancement has resulted in a shortage of published research
explaining the architectures of such systems and perhaps more critically, under-
standing where these models are under-performing. This is important as without
a clear understanding of the weaknesses of each implementation, it is difficult
to improve the model with a subsequent iteration. This short paper seeks to
identify these most prominent gaps in the literature, offering fruitful directions
for future research.

The remainder of this paper is structured as follows: § 2 provides an overview
of the traditional (non-neural) methods for solving the QA task. Then, in § 3, the
core components of neural network architectures are described (specific to the
IR/ QA task), followed by a comprehensive review of the neural architectures
which combine these components in § 4, including extensions to the previously
described traditional methods. § 5 offers an overview of the datasets and metrics
used in the Question Answering task. Finally, a summary of the future research
directions is presented in § 6.

2 Traditional approaches

How many games did the Yankees play in July? This question was asked of the
BASEBALL system (Green Jr. et al., 1961), one of the earliest QA systems in
the literature. Whilst ground-breaking in its approach, the paper was clear on
its limitations; limitations that set the path for decades of subsequent research
on QA systems.

Before a detailed look at neural approaches to the QA task, a reflection on
the traditional approaches, that laid the foundations for current research, will
be presented.

2.1 Knowledge-based approaches

BASEBALL (Green Jr. et al., 1961) can be described as a knowledge-based ques-
tion answering (KB-QA) system in that it seeks to build a structured semantic
representation of the question, upon which it can query a structured database to
return an answer. For example, a knowledge-based system would seek to parse
the input question “When did John F Kennedy die?” into a semantic query
representation such as Death-Year(“John F Kennedy”, x), or similar, which can
then be used to query a structured knowledge base. More recently, this general
principle has evolved by focussing on the extraction of Resource Description
Framework (RDF) triplets from large-scale internet corpora, and storing these
in a knowledge base for querying later (for examples, see Bollacker et al., 2008;
Fader et al., 2011; Lehmann et al., 2012). However, the task of encoding knowl-
edge is expensive and time-consuming (Clark and Porter, 1999) and KB-QA
systems typically fail on questions from unseen domains (Abujabal et al., 2018).
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2.2 Information retrieval-based approaches

Information retrieval-based question answering (IR-QA) systems search large
corpora of textual documents (for example, the web) for documents or passages
relevant to the input question. Once a relevant document has been retrieved
by the IR-QA system, reading comprehension algorithms are applied to under-
stand the text and return the most relevant answer (Jurafsky and Martin, 2008).
Put simply, IR-QA systems search raw text (extracted keywords, for example),
whereas KB-QA systems search knowledge bases (Park et al., 2014). An advan-
tage of IR-QA systems over KB-QA systems is that knowledge does not have to
be encoded prior to search, however their performance is somewhat dependant
of the competence of the IR algorithm.

2.3 Statistical machine learning-based approaches

Machine learning-based (ML) approaches have garnered more success than the
preceding rule-based methods and have been applied to both the question clas-
sification (Metzler and Croft, 2005; Nguyen et al., 2007) and answer selection
(Suzuki et al., 2002) sub-problems. One drawback, however, is that they typ-
ically require hand-crafted feature engineering in collaboration with a domain
expert.

3 Building blocks of neural architectures

Having covered traditional methods in the previous section, this section will
explore neural architectures which perform the QA task in new ways. The section
begins with an overview of the core components in a neural network system
designed for the question answering task.

3.1 Word embeddings

In contemporary literature, neural networks have been successfully applied to
every part of the QA system. The introduction of word embeddings (Mikolov et
al., 2013) brought the worlds of neural network research and natural language
processing closer together. This approach seeks to develop distributed represen-
tations of words and phrases as numeric vectors, which allows them to be trained
using neural networks.

Whilst word2Vec (Mikolov et al., 2013) and the subsequent GloVe embed-
dings (Pennington et al., 2014) were successful for a variety of natural language
tasks, researchers began to understand their limitations. Peters et al. (2018) no-
ticed that the meaning of a word very much depends on the context in which it
is written. For example, in the two sentences (1) ‘Let’s stick to improvisation in
this skit ’, and (2) ‘The dog walker threw the stick far away ’ the word ‘stick ’ has
different meanings. In respect of this, Peters et al. proposed ELMo for deep con-
textual word embeddings proposed by Peters et al (ELMo) which, when applied
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to existing NLP models, outperformed the state-of-the-art results for every task
it was tested on, including the Stanford Question Answering dataset (Rajpurkar
et al., 2018).

3.2 Convolutions

Given a row vector, or matrix, a convolution is a sliding window (or filter or
kernel) applied across the input vector to produce an output. In a convolutional
neural network, the optimal values of the kernel are learnt from labelled input
data. Convolutional neural networks have proved extremely successful within
computer vision. In a natural language setting, a sliding window (kernel) is
passed over some predefined number of words. Perhaps the most common use
of convolutions for textual data is character-level convolutional neural networks
(Char-CNNs) introduced by Zhang et al. (2015).

3.3 Attention

An attention mechanism in a standard encoder/decoder network allows the de-
coder to look back at the hidden states from the input sequence, presented to the
decoder as a new input of weighted averages (Bahdanau et al., 2015). Since its in-
troduction, attention has received considerable research attention from the field
(Britz et al., 2017; Luong et al., 2015; Vaswani et al., 2017). Using the weighted
average of some hidden state is not only limited to the input sequence. In self-
attention (Cheng et al., 2016), relations between different positions of the same
inputs sequence are introduced. Vaswani et al. (2017) took this approach one
step further by introducing an architecture based solely on self-attention, with
no convolutions or recurrent properties. This foundations provide the building
blocks for general language models, such as BERT.

4 Neural architectures for the QA task

The following sub-section will investigate specific neural architectures which
make use of the above components specifically for the QA task.

4.1 Neural extensions to KB-QA

The KB-QA concepts above have been extended to include aspects of neural
network architectures. Yin et al. (2016) propose a novel entity linking and rank-
ing method for relatively simple factoid question answering from Freebase (Bol-
lacker et al., 2008). Then, neural networks are used to (1) match between ques-
tions and fact candidates using a character-level Convolutional Neural Network
(char-CNN), and (2) match between Freebase predicate and question’s pattern
using a word-level CNN (word-CNN).

Also using Freebase, Dong et al. (2015) posit that to advance beyond simple
factoid QA, distributed representations of answer path, answer context, and
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answer type must be learnt. To do this, they propose multi-column convolutional
neural networks (MCCNNs) which learn these representations from question-
answer pairs.

Finally, instead of semantic parsing to a vector representation, Sorokin and
Gurevych (2018) proposed a graph representation instead; this then enables
the use of Gated Graph Neural Networks (GGNNs) for the QA task. This ap-
proach resulted in a 27.4% improvement (F1 score) over the best non-graph-
based model. GGNNs were first proposed by Li et al. (2016) for sequential
modelling problems and extend the original GNN framework whereby a neu-
ral network receives a graph as input, performs a computation over the nodes
and edges and returns a graph as output.

4.2 Neural extensions to IR-QA

Important work by Burges et al. (2005) introduced RankNet; a pairwise method
for optimising a ranking of a list according to a traditional IR metric (such
as Mean Reciprocal Rank) using gradient descent. Technically, ‘RankNet’ can
be any model for which the output is a differentiable function, such as neural
networks or even boosted trees. Since publishing RankNet, the authors have
developed the idea further with LambdaRank and then LambdaMART. A sum-
mary of each is available in Burges (2010). Researchers from IBM combined this
approach with Supervised Kemeny aggregation in Agarwal et al. (2012).

Practical implementation of Learning-To-Rank is now widely available through
the TF-Ranking TensorFlow package (Pasumarthi et al., 2018).

4.3 Language modelling

Language modelling is the task of predicting the probability of the next word
in a sentence. Although the technique has developed away from the Question
Answering task specifically, it is now a fundamental concept in many state-of-
the-art approaches.

Before Bengio et al. (2003), back-off tri-gam models (Katz, 1987) and smoothed
tri-gram models (Jelinek, and Mercer, 1980; Kneser and Ney, 1995) were favoured
among the research community. In his paper, ‘A Neural Probabilistic Language
Model’, Bengio described how neural networks can be applied to learn this dis-
tributed representation of words and kick-started a new direction for the field.

4.4 Recurrent neural networks

Since then, neural language modelling has developed from simple feed-forward
networks, to recurrent neural networks (Mikolov et al., 2010) and Long Short-
Term Memory architectures (Graves, 2013). Sequence-to-sequence models (Seq2Seq)
were introduced by Sutskever et al. (2014) and featured an encoder/decoder ar-
chitecture which successfully mapped input sequences of words/ tokens to an
output sequence. Seq2Seq have been successfully applied to machine transla-
tion, natural language generation and QA tasks. One drawback of the Seq2Seq
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model, however, is that between the encoder and decoder layers, information
is compressed into a fixed-length ‘thought’ vector. For short phrases this is ac-
ceptable, but as length of input sequence increases, errors in the decoding step
surface. To overcome this, the concept of attention was introduced by Bahdanau
et al. (2015).

4.5 Pre-trained language models

The current state-of-the-art for QA systems is based on pre-trained models which
combine many of the concepts discussed previously and were first proposed by
Dai and Le (2015). Pre-trained models are trained over two distinct phases.
Firstly, an unsupervised model is trained on a very large open-domain corpus;
Wikipedia in the case of the Bidirectional Encoder Representations from Trans-
former models, known as BERT (Devlin et al., 2018), and WebText corpus in
the case of Generalised Pre-Trained models, known as GPT (Radford et al.,
2019, 2018). Then this general-purpose language model can be fine-tuned to a
downstream task (like Question Answering) by means of a small-scale supervised
learning phase (Ramachandran et al., 2017).

This approach has been hugely successful, especially when applied to the QA
task. For example, for the the widely used SQuAD 2.0 benchmark for QA systems
(Rajpurkar et al., 2018), every one of the top 20 models on the leaderboard is
some variant on the BERT model (Devlin et al., 2018).

5 Task

This section will explore the published datasets and benchmarks used to compare
and evaluate QA models.

5.1 Datasets

As QA systems become more competent, the benchmarks used to assess them
also need to change. Modern QA systems have surpassed the level required by
some of the earlier benchmarks, including WikiQA (Yang et al., 2015), NewsQA
(Trischler et al., 2017) and SQuAD 1.0 (Rajpurkar et al., 2016). In response, the
community has proposed new datasets which demand more capable systems.
The bABi story dataset (Weston et al., 2015) requires logical reasoning, the
SQuAD 2.0 dataset (Rajpurkar et al., 2018) includes unanswerable questions,
and the CODAH dataset (Chen et al., 2019) introduces adversarial question-
ing. All of these datasets, however, were created through an artificial crowd-
sourcing methodology, which some have criticised as not being representative of
the kind of questions humans would ask. The Natural Questions (NQ) dataset
was recently released by Google (Kwiatkowski et al., 2019) in response to this
criticism. The Natural Questions dataset consists of 307,372 training examples,
7,830 development examples and 7,842 examples in a hidden test set. For each
question, both a long answer (span) and a short answer are expected.
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5.2 Evaluation metrics

Evaluation metrics for the QA task vary based on the benchmark being used.
WikiQA reported results for both MAP (Mean Averaged Precision) and MRR
(Mean Reciprocal Rank). Alternatively, the SQuAD benchmark uses both Exact
Match (EM) and macro-averaged F1 to assess submissions. NewsQA also uses
EM and the F1 score, and also evaluates the BLEU score (Papineni et al., 2002)
and CIDEr score (Vedantam et al., 2015). The more recent Natural Questions
dataset reports Precision, Recall and the F1 score. This diversity of metrics re-
flects the diversity of approaches, with researchers coming from both information
retrieval and machine learning backgrounds to tackle the QA task using metrics
they are familiar with from their respective fields.

6 Future research directions

Whilst it is encouraging to see consistent advancement of the state-of-the-art,
the rate of advancement has left considerable gaps in the research landscape. A
summary of the exposed gaps in the existing literature is presented:

1. Is the model fully understanding the question? Mudrakarta et al. (2018) have
begun to explore this direction, but more research is definitely required.

2. Is SQuAD (Rajpurkar et al., 2018) a suitable benchmark for the QA task?
Some criticism has been raised over the synthetic nature in which the ques-
tions are produced (Kwiatkowski et al., 2019). Models need to be analysed
against new benchmarks, such as Kwiatkowski et al.’s Natural Questions
dataset and the CODAH benchmark (Chen et al., 2019).

3. The existing literature is lacking in an analysis on ensemble methods applied
to the QA task. How can we quantitatively and qualitatively reason about
why an ensemble of two models may or may not be effective, based on their
individual strengths and weaknesses?

4. A degradation in performance is typical when assessing QA systems on
datasets that require an element of logical reasoning. Schlag and Schmid-
huber (2018) have began research in this direction but further research is
required.

5. Another powerful pre-trained language model has recently been released by
OpenAI - GPT2 (Radford et al., 2019). This model shows promise but it is
yet to be properly analysed by the research community. OpenAI highlighted
lack of ‘world-knowledge’ as a limitation of the GPT2 model and this is
another avenue to be explored further.
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