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Abstract. We suggest a logical-ontological approach to the coreference resolu-

tion in the process of text analysis and information extraction. Our approach 

solves the problem of comparing objects found in the text – instances of ontolo-

gy classes — using the evaluation of the similarity of attributes and relations of 

objects. In object comparison, we take into account the discourse factors associ-

ated with the text and the extra-textual characteristics presented in the ontology 

of the subject domain. Particularly, we consider polyadic relations which may 

represent the situations found in the text (events, processes, actions). We pro-

pose the ontological interpretation of polyadic relations as classes with single-

valued object properties. For coreference resolution we use information about 

objects and their relations. We propose the corresponding measures for evaluat-

ing the semantic similarity of the participant objects in the relations. 

Keywords: ontology population, text analysis, information extraction, corefer-

ence resolution, referential factors, polyadic relations. 

1 Introduction 

Identification of referential relations in discourse is one of the most vital but difficult 

for modeling problems of automatic text analysis. Reference is a relation between 

some text unit (language expression) and non-linguistic object, which is called a ref-

erent. Correct interpretation of an utterance in the text under analysis involves identi-

fication of the object mention referent, i.e. reference resolution. There is a range of 

language means to mention certain referent in the text, and a speaker (text author) 

makes choice between two opposite types of language expressions: full noun phrases 

(proper names and descriptions) and reduced means of reference (pronouns and ana-

phoric zeroes). Processing expressions of the first type requires direct comparison of 

extracted objects. In the second case, an anaphoric relation of the reduced expression 

to antecedent expression is detected with respect to a number of text-structure, syntac-

tic, semantic and pragmatic conditions. 

The anaphora and coreference resolution is an important task within the framework 

of automatic discourse analysis: machine translation, text summarization and infor-

mation extraction. The latter can be performed by natural language processing in 

which certain types of information must be recognized and extracted from the text 
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(named entities recognition and fact extraction tasks, in particular). We consider the 

coreference resolution within the framework of information extraction for ontology 

population. In this framework, an ontology is used to represent the results of infor-

mation extraction, and knowledge presented in the ontology helps to solve specific 

information extraction tasks. 

Solving the task of automatic ontology population involves addition of information 

to the ontology repository. In [1] we consider mentions of simple entities and propose 

an approach to their coreference resolution in the process of information extraction 

for ontology population. An ontology structure allows to take into account implicit 

information in the input text due to detecting relations between objects. In this paper, 

we suggest coreference resolution for new objects with a complex structure including 

situations (events, actions, processes), which are represented by polyadic relations in 

an ontology. These situations extend the domain knowledge used for solving corefer-

ence resolution problem. The new knowledge improves the quality of coreference 

resolution. 

In Section 2 we give a brief review of modern trends in the coreference problem 

definition and the present research. In Section 3 we describe our basic approach to 

ontology-based information extraction with formal definitions of and ontology and 

polyadic relations. Section 4 presents ontological factors relevant for coreference 

resolution illustrated by text examples and revises the similarity measure of objects. 

In Section 5 we consider features of experiments in our approach. We conclude with 

the base characteristics and advantages of the proposed approach and outline the di-

rections for future research. 

2 Coreference in Information Extraction Tasks 

We observe several classification aspects of problems related to the reference identifi-

cation. 

─ First aspect is the way of presenting references in the text: full lexical expressions 

(noun phrases – proper names, descriptions, descriptions combined with proper 

names) or reduced expressions using anaphoric means (pronouns, determiners) or 

anaphoric zero. In the first case, for noun phrases based on proper names, the prob-

lem is detecting identical references to named entities. In the second case, the prob-

lem is identification of the antecedent, i.e. anaphora resolution [2, 3]. 

─ Second aspect is the type of the referenced object: referential identity of entities or 

situations (events). 

─ Third aspect is the search area and type of context: the context of a single docu-

ment (simple and complex sentences or chains of sentences in one text) opposes to 

cross-document analysis, in which references to the same object are looked for in 

the corpus or document flow. 

The traditional problem of anaphora and coreference resolution within a coherent 

text remains to be relevant. Many early and modern researches solve the problem 

using linguistic methods based on rules and methods of machine learning. R. Mitkov's 
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reviews [4, 5] and later [6, 7] consider the basic approaches to this problem. Recently, 

there has been a growing interest in solving the problem in a broader perspective: not 

only entities but also events or situations have been considered [8 – 12]. A cross-

document reference analysis that is an important approach for populating knowledge 

bases and ontologies is used for the problem as well [8, 13 – 15]. The complexity of 

the problem of coreference resolution requires an integrated approach, involving both 

knowledge about the structure of the text (the level of discourse) and knowledge 

about the subject area, which are determined by the classes of entities in a specific 

ontology and their ontological structure (ontological level). In [16] the authors con-

sciously abstract away from the discourse factors of coreference in order to investi-

gate the role of subject knowledge. Discourse features represent the structural and 

textual properties of mentions (similarity of sub-chains, position, distance), grammat-

ical and lexical features. Obviously, new tasks require a revision of the role of dis-

course features in comparison with ontological ones. Thus, cross-document analysis 

does not consider pronominal anaphora and hardly takes into account such discourse 

factors as the order of appearance of mentions in the text, and the distance (linear or 

rhetorical). 

Theories of discourse analysis distinguish several types of discourse connectivity: 

referential (identity of participants), spatial, temporal and event-triggered ones [17]. 

In applied research, there are two approaches to understanding the coreference of 

events. In the first approach, two mentions of an event are considered coreferent if 

they are characterized by the same set of properties (such as time or place of the 

event) and the same set of participants [9 – 11]. In the second approach, only the ref-

erential identity of participants is considered for referential identity of events [3]). In 

[12] a broader set of referential relations between two mentions of events is consid-

ered: complete coreference, subevents for vertices of the parent and child layers, 

subevents for a descendant vertex of a single layer. 

We consider the problem of information extraction as a task of detecting all refer-

ences to objects of a given domain: entities and situations (events, states, actions, 

processes). In the ontology population task, the found objects should be represented 

as instances of concepts and relations of the ontology. It is necessary to establish ref-

erential relations between all instances found in the process of text analysis and in-

stances of the ontology information content (which does not exclude the possibility of 

adding new instances to the ontology). 

3 The Model of Information Extraction 

Consider the environment in which our approach to coreference resolution is being 

developed. Fig. 1 shows the general scheme of the information extraction system (IE-

system) with the emphasized module of coreference resolution. 

The input of our IE-system comprises: the ontology of a subject domain, the ontol-

ogy population rules and the results of preliminary text processing including the ter-

minological, thematic, and segment coverings of an input text. 
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A terminological covering is the result of lexical text analysis which extracts terms 

of a subject domain from a text and forms lexical objects using semantic vocabularies. 

A segment text covering is a division of the text into formal fragments (clauses, sen-

tences, paragraphs, headlines, etc.) and genre fragments (document title, annotation, 

glossary, etc.). A thematic covering selects text fragments of a particular topic. A 

construction of a thematic covering is based on the thematic classification methods. 

The module of information extraction constructs objects representing instances of 

concepts and relations of the domain ontology from the lexical objects [18]. This 

module uses the ontology population rules which are automatically generated from 

fact schemes. The fact schemes are formulated by experts taking into account the 

ontology and language of a subject domain. These fact schemes constrain morpholog-

ical, syntactic, structural, lexical, and semantic characteristics of the objects. 

The coreference resolution module [19] runs in parallel with the information ex-

traction module. This module forms hypotheses about coreference relations, and cal-

culates their weights using various factors discussed below. 

 

Fig. 1. The scheme of the system of information extraction and ontology population. 

The ambiguity resolution module resolves all types of conflicts which are the result of 

various interpretations of the input text — different object text coverings for the same 

text fragment. This module chooses the most informative variant from the set of pos-

sible interpretations (the variant with the highest weight) [20]. 

The result of the work of our IE-system is the population of ontology content by 

instances of concepts and relations of the subject domain found in the input text. 
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3.1 The Ontology of a Subject Domain 

An ontology O of a subject domain includes the following elements: 

─ a finite nonempty set CO of classes for representing the concepts of the subject 

domain, 

─ a finite set DO of data domains, and 

─ a finite set of attributes with names in AtrO = DatO∪RelO, each of which has values 

in some data domain from DO (data attributes or datatype properties in DatO) or 

has values as instances of some classes (object attributes or object properties in 

RelO, which model binary relations). 

Each class c ∈ CO is defined by the set of its attributes: c = (Datc, Relc), where every 

data attribute α ∈ Datc ⊆ DatO has the domain dα ∈ DO with values in 
dV  and every 

object attribute ρ ∈ Relc ⊆ RelO has values from the subset Cρ ⊆ CO. The set of all 

class attributes is denoted by Atrc = Datc ∪ Relc. We consider an ontology without 

data and class synonyms, i.e. ∀ α1, α2 ∈ DatO: dα1 ≠ dα2 and ∀ c1, c2 ∈ CO : Atrc1 ≠ Atrc2.  

We denote the class of an attribute γ by c
γ
 and the set of its values by D

γ
. A set of 

attributes of every class must include the nonempty set of key attributes K

c
Atr . The 

key attributes can either be data or object attributes. These attributes guarantee unam-

biguous definition and uniqueness of the class instances. 

A tuple a = (ca, Data, Rela) is an instance of the class )Rel,(
acaca Datc   (a ∈ ca) 

iff every data attribute 
aa Dat  has a name 

acDat  with the values 
a

V
 from 

d
V  

and every object attribute 
aRela  has a name 

acRel  with the values 
a

V
 as 

instances of the classes from Cρ.  

We use the standard class inheritance relation: the class c2 is a subclass of the 

class c1 (c1 < c2) iff ∀ a ∈ c2: a ∈ c1. 

The information content ICO of the ontology O is a set of instances of the classes 

from O. The ontology population problem is to compute information content for a 

given ontology from the given input data. 

3.2 Polyadic Relations 

The notion of polyadic relation is not considered in the classical ontology theory. For 

example, the OWL – the standard ontology description language – has no language 

constructions for polyadic relations, only binary relations (Object Property) are avail-

able. On the other hand, polyadic relations frequently arise in the tasks of extracting 

information from texts, because they can describe the propositional content of a 

statement that represents an extra-linguistic situation, or state of affairs (event, action, 

process, etc.). 

To overcome these shortcomings, we model polyadic relations (or just relations) 

by ontology classes with constraints on the set of attributes. First, relations classes 

have to include at least two object properties. Second, every object property of a rela-
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tion has to be a key attribute. A polyadic relation may also contain datatype properties 

without special constraints. 

Due to this definition, a polyadic relation is naturally represented by the set of bi-

nary relations. And vice versa, a binary relation can be represented by the polyadic 

relation with two object properties as a special case of polyadic relations. 

In text processing, we consider polyadic relations correspond to descriptions of sit-

uations (actions, processes) and other objects with complex structure. The following 

Table 1 gives some examples of polyadic relations extracted from texts. 

These examples relate to the automated control systems subject domain that in-

cludes such relation classes as Action, Process, Function, Control, Movement, 

Change_of_state, etc. Object properties of relation classes correspond to the hierarchy 

of semantic roles. The semantic role is a generalization of the functions of a partici-

pant in a range of situations denoted by a group of predicates, and hence the types of 

corresponding situations. 

Table 1. Examples of polyadic relations. 

S1 

Action 

Type: information_transfer 

Sender: X 

Recipient: Y 

Message: Z 

Content: null 

The system (Y) receives commands 

(Z) from the operator (X) 

S2 

Process 

Agent: X2 

Type: processing 

Message: Z 

The command (Z) is entered by the 

operator (X2) through the remote 

operator console  

3.3 The Coreference Resolution Problem 

The information content of a text consists of a set of instances of ontology classes and 

relations found in the text, which are provided with additional information. 

We define a set A of information-text objects (i-objects) retrieved from input data 

and corresponding to ontology instances. Every i-object a∈A has the form (ca, Data, 

Rela, Ga, Pa), where 

─ ca∈ CO is the ontology class; 

─ Data is the set of data attributes ),(
a

Va   , where 

 
acDat  is the attribute name, and 

a
V

 is the set of values v ∈ dα; 

─ Rela is the set of object attributes ),(
a

Va   , where 

 
acRel  is the attribute name, and 

a
V

 is the set of i-objects of a class 

aa
Cc   ; 

─ Ga is the grammar information (morphological and syntactic features based on 

grammar features of lexical object); 

─ Pa is the structural information (a set of positions in the input data and the formal 

segments). 
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The attribute γ of the i-object a is filled if 
a

V
. We denote by Atra = Data ∪ Rela 

the set of all attributes. Each i-object corresponds to some ontology instance in a natu-

ral way as follows. Let a = (ca, Data, Rela, Ga, Pa) be an i-object, then its correspond-

ing ontology instance is a′ = (ca, Data′, Rela′), and every α ∈ Data′ has value(s) in 
a

V
 

and every ρ∈ Rela′ has values in 
a

V
. 

We assume that i-objects a and b are possible coreferents a ≈ b (candidates for co-

reference) iff their classes are transitively related by the class inheritance relation and 

the set of values of all filled key attributes of one i-object is included in the set of 

values of the corresponding key attributes of the other i-object. 

The coreference resolution problem is to detect if given candidates for coreference 

correspond to the same ontology instance. 

4 Referential Factors 

In previous papers [19], we considered two types of factors that affect the evaluation 

of the measure of the coreferential similarity of two objects. First, discourse factors 

(local textual and contextual) are determined by the language means used to represent 

the objects in the text and by their location in the text structure. Second, semantic 

factors determine the similarities of objects with respect to their ontological structure 

and relations. 

In our approach, we distinguish logical-ontological factors for considering a set of 

associated relations between objects. For these factors we use the properties of rela-

tions specified in the ontology. 

All these factors are used to evaluate similarity of objects mentioned in the text. 

For each factor, we define a similarity measure. This measure corresponds to the de-

gree of strength of the coreferent relation between the i-objects a and b with respect to 

the factor, without taking into account other factors. 

4.1 The Coreferential Conflict and the Similarity Measure  

We define coreferential conflict as a case when two non-coreferent i-objects a and b 

are possible coreferents of the third i-object c: a ↭c b  (a ≈ c) (b ≈ c)  (a ≈ b). 

To determine which of these i-objects are actually coreferent, we use the measure 

of coreference similarity of i-objects. This measure for i-objects a and b is denoted as 

cs(a,b). If the non-coreferential i-objects a and b are possible coreferents for the i-

object c, we say that the coreferential conflict is resolved to a iff cs(a,c) > cs (b,c), i.e. 

the i-object a is more similar to i-object c, then i-object b. 

The integral measure of similarity cs(a,b) is calculated as an Euclidean measure of 

similarity based on four measures – semantic S(a,b), context C(a,b), position P(a,b) 

and grammar G(a,b). 

 2222 )),(1()),(1()),(1()),(1(
2

1
),( baGbaPbaCbaSbacs   (1) 
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The context similarity measure C(a,b) takes into account the information connectivity 

of i-objects in a given text. This measure depends on the number of i-objects which 

directly or indirectly use a) attribute values from both a and b, and b) attribute values 

borrowed by a from b, and by b from a, for the evaluation of their own attributes. 

The position similarity measure P(a,b) takes into account variants of location of i-

objects in an input text. This measure depends on the number of segments, number of 

possible candidates in the conflict, and number of lexemes placed between the 

positions of a and b. 

The grammar similarity measure G(a,b) is based on the standard linguistic features 

such as gender, number, person, etc. 

The semantic similarity measure S(a,b) determines the degree of proximity of the 

corresponding attribute sets Atra and Atrb. Comparing these two sets takes into ac-

count both the similarity of the values of their constituent elements and additional 

characteristics based on the ontological properties of attributes, including the inher-

itance of classes and data attributes, intersection, union, composition, refinement, 

inversion, inclusion, closure, transitivity and symmetry.  

In [1] we consider 11 types of similarities. Below we expand this set with 

similarities using polyadic relations. Initially, S(a,b) was determined by formula (2), 

where }0),(|),{(  baba

a

b simSim  : 

 



a
bba Sim

baa

b

sim
Sim

baS
),(

),(
||

1
),(



  (2) 

Here, under the sign of the sum, all kinds of similarities of the attributes of the objects 

a and b are collected. Practical considerations and experimental data revealed particu-

lar cases in which basic formula (2) is inexact and instable with respect to adding new 

attribute comparison characteristics: i-objects that have a large set of comparable but 

actually not similar attributes can turn out to be close with each other due to just tak-

ing into account that the similarity of attributes that is greater than zero. It is worth 

noting that such cases are very rare due to the definition of coreference and the formu-

lation of the problem of extracting i-objects. The second disadvantage of formula (2) 

is expressed by the fact that adding new terms to the sum can decrease the total value. 

But one should expect that positive additional information about the proximity of 

attributes have to always increase the similarity of the corresponding i-objects. These 

additional characteristics are based on the ontological properties of attributes, includ-

ing, in particular, composition, transitivity, refinement, etc., and specials properties of 

polyadic relations described below. In view of the above, it was proposed to convert 

formula (2) to a formula of the following form: 

 
 SSSbaS EQEQ )1(),(  (3) 

The value S
EQ
[0;1] corresponds to the similarity of the values of the corresponding 

attributes of the objects a and b without taking into account the additional characteris-

tics, and S

[0;1) — the additional information provided by these characteristics. 
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S
EQ

 is calculated by formula (4), similar to formula (2), where the set of pairs of 

similar attributes 
a

bSim  is replaced by the set of pairs of comparable attributes 

}.,,|),{(   bbaaba

a

b AtrAtrComp  

 



a
bba Comp

baa

b

EQ sim
Comp

S
),(

),(
||

1



  (4) 

Only measures of standard similarity of attributes by values stand under the sign of 

the sum in the formula (4) [19]. 

Let the total amount of additional information about the attributes of objects a and 

b be 

 



bbaa AttrAttr

basimI



,

),(  (5) 

Here the symbol  denotes additional properties of attributes, such as transitivity, 

composition, etc. It is obvious that I can take any positive values. Hence, in order to 

get the value of S

 varying from 0 to 1, we need a monotonic transformation defined 

everywhere on the positive semi-axis. Using I, we evaluate the additional similarity of 

the i-objects a and b. Really, we determine the value of the probability of this simi-

larity S

: 

 
I

I




1
S  (6) 

We can see from formulas (3), (5) and (6) that 

─ S(a,b) = 1  S
EQ 

= 1,  

─ S
  [0;1), and  

─ S(a,b) > S
EQ 
 S

EQ 
< 1  S

 
> 0.  

In other words, when objects have incomplete similarity in the values of comparable 

attributes, and the additional information is available, the degree of similarity S is 

always greater than S
EQ

, but full match is achieved only under the condition that the 

values of all comparable attributes are the same taking coreference into account. 

4.2 Relations Factor 

For evaluating similarity we consider polyadic relations in the following two aspects.  

First, comparing polyadic relation instances for identification coreference between 

them. 

Example 1. When the bottle reaches a certain position, (the sensor
X
 communicates 

with the conveyor
 Y

)
S1

 to inform it that it should stop. For this purpose (the sensor
X
 

sends a signal Stop
Z
 to the receiving device of the conveyor

Y
)

S2 
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In this example, we can distinguish two possible coreferent instances of polyadic 

relations S1 and S2: 

 S1: Contact (Originator: X, Recipient: Y) 

 S2: Information_transfer (Originator: X, Recipient: Y, Content: Z) 

These instances are similar because their Originator and Recipient attributes have 

coreferent values.  

Second, using information about polyadic relations for identification coreference 

between i-objects participating in these relations. For this purpose, pairs of relations 

are considered that contain similar values (besides the objects themselves being com-

pared). Change the example from the previous version. 

Example 2. (The sensor
X1

 transmits a message
Z
 to the conveyor

Y
)
S1

 to inform it that 

the bottle has reached a certain position. So, (it
X2

 controls the operation of the con-

veyor
Y
)

S2
.  

In this example polyadic relations are represented by the following instances: 

 S1: Information_transfer (Originator: X1, Recipient: Y, Content: Z) 

 S2: Control (Controller: X2, Patent: Y) 

We consider the instances X1 and X2 are similar because S1 and S2 have a similar 

value Y. Note that in the last example the relations of different classes with different 

sets of object attributes are compared because we allow the comparison of arbitrary 

relations. 

We define the following formal ontological properties for object attributes. They 

are used for definition of object similarity measures that take into account polyadic 

relations. We borrow some concepts of relational algebra. We denote the set of all 

polyadic relations of the ontology O by SO.  

Definition 1. Let ρ, ρ′, ρ′′ ∈ RelO. 

─ The attributes ρ, ρ′ are in the projection relation ρ= ρ′ iff Cρ, Cρ’ ⊆ SO and ∃ 
    γ1,…, γm ,   ′  γ′1,…, γ′m):∀ a∈ c∈ Cρ ∃ a′ ∈ Cρ’: π   a    π  ′ a′ , i.e. Vγia = Vγ′ia′ 

(i∈[1..m]), and vice versa, ∀ a′∈ c′∈ Cρ′ ∃ a ∈ Cρ: π  ′ a′    π  (a), i.e. the values of 

the attributes that are in the projection relation are instances of the polyadic rela-

tions that contain equal values. 

─ The attributes ρ, ρ′ and ρ′′ are in the natural join relation ρ=ρ′⋈ρ′′ iff Cρ, Cρ′, Cρ′′⊆ 

SO and ∀ a′∈ c′∈ Cρ′, ∃ a ∈ c ∈ Cρ, A ⊆ Atra: π tra′ a′   
 
πA(a), ∀ a′′∈ c′′∈ Cρ′′ ∃ a ∈ 

c ∈ Cρ, A ⊆ Atra: π tra′′ a′′    πA(a), and ∀ a∈ c∈ Cρ,b∈ Atra : (∃ a′∈ c′∈ Cρ′, b’∈ At-

ra′ : b=
 
b′ ∨ (∃ a′′∈ c′′∈ Cρ′′, b′′∈ Atra′′ : b b′′ , i.e. the instances that are the values 

of the object attributes ρ′ и ρ′′ are complementary different views  projections  on 

the values of the attribute ρ. 

Thus, the projection describes a subset of the common elements of the relation in-

stances. In Example 1, the common projection of instances of the relations S1 and S2 

is {X, Y}. In Example 2, the corresponding projection is the set {Y, X1, X2}. The natu-

ral join takes into account the presence of a third relation when comparing a pair of 

relation instances. This relation includes the join of the attributes of these relations. 
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The presence of such a third relation is an evidence of the information included in the 

first two ones. 

The example of the ontological natural join relation is ontological description of 

the modules of a technological complex that execute the similar tasks. Each module is 

represented by a relation, including instances of the tasks: SMi (w1, …, wn). The com-

plex performs the whole set of tasks, which is the result of the natural join of the tasks 

executed by the modules: ∪ wij, wij SMi. 

For those cases when properties of attributes in Definition 1 cannot be derived 

from the ontology description, there is a need to check the necessary conditions of the 

presence of the properties. The following proposition formulates these conditions in a 

constructive way. We denote the necessary condition of a property x by 𝒩x
.  

Proposition 1. Let ρ, ρ′, ρ′′ ∈ RelO. 

─ ρ= ρ′ ⇒𝒩
 = (Cρ∩

i
Cρ’ ≠ ∅); 

─ ρ=ρ′⋈ρ′′ ⇒𝒩⋈ = (Cρ′⋃ 
i 
Cρ′′⊆ 

i 
Cρ). 

Here, the superscript i in the set operations means that we make the operation over the 

elements of the sets and over their parental classes and subclasses in the class hierar-

chy. The proof follows from Definition 1. 

Taking into account Definition 1, we define the projection and natural join based 

similarities of the attributes. We also define the class similarity. In the following defi-

nition, the superscript r in comparison operations and calculation of the power of sets 

means that the operations consider the elements of the sets and their possible corefer-

ents. 

Definition 2. For i-objects a and b with a ≈ b and ca ≤ cb, we compute the power of 

the class similarity as  sim
c
(ca, cb) = |cb|/|ca|, where |cx| is the number of subclasses of 

the class x including x itself. 

Definition 3. For i-objects a and b, we consider object relation ρ∈ Rela and 

ξ ∈ Relb with ρ, ξ∈ SO is 

─ projectionally similar ρ∼ ξ, iff ρ= ξ∨ 𝒩
 and S

π
=∪x∈Vρa {X⊆ Atrx | ∃ y∈Vξb, Y⊆ 

Atry : πX(x)=
 r

 πY y } ≠ ∅. The power of the projection similarity is sim
π
 ρ, ξ  

 ½|S
π
|( c(Vρa)

-1
 + c(Vξb)

-1
), where c(Vμ    ∑z∈ Vμ∑γ ∈ Atrz |Vγ |

r
. 

─ joinly similar ρ∼⋈ ξ, iff ∃ μ: μ  ρ⋈ξ ∨ 𝒩⋈ and S⋈ 
= {(x, y) | x∈Vρa, y∈Vξb, ∃ z∈ 

C
μ
, Zx⊆ Atrz, Zy⊆ Atrz: Atrz ⊆ Zx∪ Zy, πAtrx(x)=

 r
 πZx z  and πAtry(y)=

 r
 πZx z } ≠ ∅. 

The power of the join similarity is sim⋈ ρ, ξ   ½|S⋈|((|Vρa|
r
)

-1
+(|Vξb|

r
)

-1
). 

Thus, we can take into account the power of sim
c
, sim

π
 and sim⋈ of the projection and 

join similarity in the semantic similarity measure along with the other factors in for-

mula (5). This allows us to take the context into account more accurately, improving 

the quality of information extraction. 

5 Characteristic of Experimental Study  

The proposed approach to resolving coreference is based on the properties of the do-

main concepts presented formally. Testing its implementation requires for a formally 
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presented ontology of a subject domain, as well as text corpus annotated in accord-

ance with the ontology. Typed coreferential relations also have to be annotated. 

There exist coreferentially annotated corpora for English (MUC) and a number of 

other languages (Catalan, Dutch, English, German, Italian, Spanish, Czech, Chinese 

and Arabic). The first open corpus for Russian is RuCor (available at 

http://rucoref.maimbava.net/) that represents anaphorical and coreferential relations 

and morphological annotation. RuCor contains about 200 texts of different genres 

(primarily news, essays, and fiction) that do not correspond to any special subject 

domain [21]. The lack of appropriate datasets with deep layers of annotation is the 

obstacle to the study of complex cases of coreference. 

Hence, for evaluation of our approach we form a corpus of examples with a com-

plex type of coreference, which can be resolved on the basis of ontology. Several 

examples are selected for each type of ontological relation. The total volume of the 

corpus is about 50 text fragments taken from texts of technical documentation and 

encyclopedias. These fragments represent specifications of requirements from the 

subject domain of automated control systems. Each example is annotated by corefer-

ence relations with types based on ontological properties. 

We consider such annotation of coreference information necessary for further lin-

guistic research.  Extending the capabilities of automatic analyzers with computation-

al similarity models based on ontological properties improves the quality of corefer-

ence resolution. Thus, for the examples found, the use of logical-ontological measures 

allows to increase the measure of similarity of the “correct” variant by 0.05-0.1 (5-

10%). 

6 Conclusion 

In the papers on the topic of coreference resolution, we proposed a formal statement 

of the problem and mathematically-strict definitions of the notions of coreference, 

coreferential conflict and ontological properties used to resolve the coreference. This 

is an important contribution to ensure the correct operation and improve the quality of 

the coreference resolution algorithms.  

The main features of the proposed approach to coreference resolution are: 

1. shift of the emphasis from discourse factors to the subject knowledge, primarily to 

the ontology of the subject domain to be populated through information extraction, 

disambiguation, and coreference resolution; 

2. integration of computational and linguistic models and techniques of text analysis 

at the phase of semantic processing. Thus, weighted coreferential relations between 

objects are used for coreference resolution. In this process, the hypothetic corefer-

ential relations are generated by the linguistic model, and the resolution (choice of 

the best hypothesis) is based on the statistical data; 

3. scalability of the solution. Our approach can be enriched with new information ex-

traction rules and referential factors. 

http://rucoref.maimbava.net/)
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The corpus with annotated coreference is necessary for studying different cases of 

repeated mentions of events that need ontological information about polyadic rela-

tions to correctly resolve coreferences. Our future research will focus on general clas-

sification of such cases. We plan to develop special case-oriented coreference resolu-

tion techniques, particularly, by considering the relevance of ontological properties 

for the evaluation of similarity of possible coreferents. Taking this into account, we 

are faced with the problem of defining ontology formal properties that provide a bet-

ter solution to the tasks of extracting information from the text and, in particular, the 

resolution of the coreference. 
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