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Abstract. Using machine learning techniques to filter and sort job candidates 

has been done for more than two decades; however, there are always humans 

involved in the final hiring decision. One primary reason is that rarely are two 

hiring decisions made with the same information and in the same context. Many 

experts believe that any information that can be passed from one human deci-

sion-maker to another can also be passed to a machine. Through empirical ex-

periments, we look at ways in which this human feedback can be used to better 

train machine learning algorithms with special attention to the inherent risks, 

such as overfitting data and avoiding bias. 

Keywords: Human resources, machine learning, feedback mechanisms, job hir-
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1 Introduction 

Companies have long understood that hiring the best employees produces a competi-

tive advantage which is hard for its competitors to duplicate. One of the more signifi-

cant challenges in finding the most appropriate applicant for a job listing is its inexact 

nature - one that is influenced by “feel” as much as by skills and talent.   

For over two decades information retrieval systems have been used by human re-

sources (HR) departments and external headhunting services to filter and sort candi-

dates based on a set of weighted features gathered from the cover letters and résumés 

or curriculum vitae (CVs), interviews with the candidate, letters of recommendation, 

as well as other supporting materials such as transcripts or certifications held.  These 

systems are becoming ubiquitous; with 74% of large U.S. organizations using some 

form of electronic selection tool to help with the hiring process [1].  These systems 

have been able to save considerable time and money in the recruiting process [2]. 

These retrieval systems combine the tasks of natural language processing (NLP), data 

and text mining, as well as rule-based logic. More recently, systems have employed 

artificial intelligence (AI) to identify which candidates are likely to accept the job 
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offer, which are not likely to look for a job with another firm within the first year or 

two, or which are most likely to move up the ranks into management.   

 

Most machine techniques score candidates based on keyword and phrase matches. 

Many also apply machine learning algorithms that employ associative rules, classifi-

cation rules, clustering patterns, and/or prediction rules and patterns.  Of these four 

types of machine learning algorithms, those that use classification rules and prediction 

rules and patterns to categorize candidates into different groups are used most fre-

quently. For instance, candidates could be grouped as highly suitable, potentially 

suitable, and not suitable.  More advanced systems use Knowledge Discovery in Da-

tabases (KDD) to provide more accurate decision support.  These decision support 

systems can look at the performance of other employees and make longitudinal pre-

dictions on candidates showing similar traits.  Figure 1 illustrates how data can be 

combined with rules to provide decision rules and data for decision support tools. 

 

 

Fig. 1. Illustration of how hidden and useful knowledge can be combined with machine learn-

ing techniques to provide inputs to decision support tools.  Other types of knowledge can be 

passed to KDD systems for data mining, allowing better decisions to be made.  Adapted from 

[3]. 

In data mining tasks, classification and prediction is among the popular task for KDD 

and making future predictions. The classification process is known as supervised 

learning, where the classification target is already known. The decision tree technique 

has its advantages such as it can produce a model which may represent interpretable 

rules or logic statement; it is more suitable for analyzing categorical outcomes; it is 

non-parametric which is suited to capture a functional form relating independent and 

dependent variables; easy to interpret, computationally inexpensive, capable in deal-

ing with noisy data, its prediction model is intuitively explainable to the user, it has 

automatic interaction detection to find the significant high-order interactions quickly, 

and it can produce more informative outputs [4][5].   The C4.5 classification algo-
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rithm is easy to understand as the derived rules have a very straightforward interpreta-

tion. For these reasons, we use the C4.5 classification algorithm in our study. 

2 Job Hiring Challenges 

One challenge in the job hiring process is that nearly all job searches are unique.  

Even if two job searches for the same job title in the same department of the same 

company require the same qualifications and use the same hiring committee, the hir-

ing for each will be done in different contexts. They will draw in completely different 

candidates, each with their own unique set of strengths and weaknesses. Often a com-

pany or department is likely to have different objectives to meet from one quarter to 

the next.  The work teams looking at the “fit” of a new hire are comprised of a differ-

ent mix of people over time due to other recent hires, job transfers, and employee 

departures.   For this reason and many others, job searches remain difficult for a hu-

man to do effectively; for a machine, the task is even more daunting. 

Even with the assistance from machines to filter and sort candidates, selecting the 

most appropriate job applicants for a job position is not only subjective but also re-

quires years of experience to accomplish well. HR and executive recruitment and 

search firms typically undertake several approaches to select the most appropriate 

résumés or CVs, such as completing a checklist or rubric for each submitted résumé 

or CV and performing a keyword search on a collection of application materials.  

Utilizing human HR experts is generally viewed as the most effective method of 

search, yet it is not without significant disadvantages – it is resource intensive and 

does not scale well (i.e., a human expert can only review a limited set of applicants 

per day).  Companies such as Johnson & Johnson, a consumer goods company, re-

ceive 1.2 million applications for 25,000 positions annually [6]. At the same time, the 

more experienced HR and executive search staff often must focus their attention on 

maintaining corporate accounts or attending to other needs, relegating applicant 

screening to junior-level employees or outsourcing it to outside firms with far less 

experience and without a true understanding of the hiring manager’s needs.   

While these algorithm-based techniques have allowed job searches to utilize better, 

more focused matching methods to and improve accuracy and consistency, they have 

not yet been proven reliable enough to entirely remove humans from the search task. 

For example, they can be reverse engineered by candidates, and semantic analysis 

using natural language processing (NLP) methods have not advanced to the level that 

humans innately possess.  Also, despite many advances in AI and Information retriev-

al (IR) systems, hiring decision makers must carefully consider the costs of false posi-

tives and false negatives in the hiring process.  Overall, during candidate screening, 

companies try to reduce the number of false negative candidates (the potential super-

star employees that the filtering software may reject) at the expense of false positives 

(the low performers the filtering software does not reject), since in nearly every case 
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we have examined, human judgment will be used to further screen candidates prior to 

hiring.  Therefore, both machine and human-in-the-loop approaches are necessary to 

reduce the pool of applicants to those who are indeed a suitable match. 

In general, there are two categories of skills that job searches hope to ascertain about 

each candidate.  The first is the skills required by the job, whether it be language-

specific (e.g., Java, Python, French) or task-specific (e.g., leading a sales team, 

launching a new brand of clothing, developing full-stack software).  However, these 

approaches do not adequately address the nuances of a great potential employee. The 

second are soft skills that determine fit, motivation, and attitude.  For many manage-

ment-level jobs, these softer skills are viewed as equally important and is where tech-

nology-based search solutions are often challenged and where humans can provide the 

best guidance [7].  However, there are many who believe an evaluation of these soft 

skills can be given to a machine (e.g., [8][9]), much in the way a senior HR employee 

can guide a junior employee in soft skill evaluation of a pool of candidates.   

 

Although there are many AI-based models described in the literature (e.g., [10], [11]), 

there are few empirical studies involving actual HR data.  Strohmeier and Piazza [12] 

indicate this is likely due to the quality of available data, which limits researcher’s 

ability to conduct empirical studies.  One notable exception can be found in [5], Chien 

and Chen perform a case study to illustrate how a decision tree can aid in selecting 

personnel for a job in the high technology sector.   

In this paper, we conduct an empirical evaluation of how humans in the loop can be 

used to better train AI systems.  Since the algorithm used to match a candidate to a 

job is not consistent from one job search to the next, the weights and features evaluat-

ed by the machine learning algorithm change too, limiting the transfer of information.  

We seek to find answers to the following research questions: 

1. How consistent are HR experts in determining the best features of a candi-

date’s materials to evaluate?  If there is little to no consistency between experts, 

it is challenging to develop an algorithm to replicate the human expert.  Moreover, 

it is easy to introduce bias into the hiring process.   

2. How can human experts provide input to better train a machine, particularly 

on the softer skills?  The job requirements for softer skills are often vaguely writ-

ten.  Also, companies want to make it easy for candidates to apply; therefore, they 

accept a cover letter and CV/resume only and don’t use standardized questionnaire 

to obtain this information.  It is up to the human or machine to determine if the 

candidate has the required skills from the materials they have provided. 

3 Experiment Design 

To examine the first research question, we began with the set of 5 job descriptions in 

English for management-level job positions (see Table 1).  We chose management 
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level job descriptions since they are more likely to have a mix of both language spe-

cific and soft skills. These job descriptions were taken from actual job searches con-

ducted in 2016-17.  We followed many of the anonymity procedures for both candi-

dates and companies as mentioned in [13] and [14].  For instance, to avoid potential 

bias, information about the hiring company was removed or made generic to avoid 

identifying prospective employers. We removed those job applicants from each pool 

that did not meet the minimum job requirements for experience, education, or job 

location listed in the job listing. After removing applicants that did not meet the min-

imum job requirements, a sizeable pool of applicants for each job description re-

mained (M=58.6, SD=13.7).   

Table 1. Job titles for 5 actual job positions, total number of applicants and number of appli-

cants remaining after screening for minimum qualifications, as used in our study 

Job Title Job Location 
Total # of 

Applicants 

# of Applicants 

Remaining After 

Screening 

1. Assistant Manager/ Technical Supervisor Hong Kong 92 64 

2. Manager, Project & Network Singapore 73 61 

3. Senior Manager, IT Mgt & Service   
Integration  

New Jersey, USA 48 39 

4. Unit Manager / Business Development 

Manager 

Guangzhou, China 106 76 

5. Operations Manager California, USA 79 53 

 

From each of the 5 pools of applicants, 20 applicants were randomly selected from the 

pool of actual received submissions. All non-standard acronyms in each job posting’s 

description and in the job application information was resolved (expanded) for clarity. 

All personally-identifying data were obscured or genericized to make all candidates 

and companies non-identifiable. 

 

To answer our first research question, we asked a group of 13 HR personnel (average 

number of years of experience in HR = 9.0) to weigh which of the identified features 

from the pool of 100 résumés and cover letters were most relevant to make hiring 

decisions. These features and their relative importance are important inputs to the 

machine learning algorithms.  A list of the 10 features that experts ranked highest is 

provided in Table 2.  

 

From Table 2, we can see the ranking of features differs greatly between experts.  To 

represent this numerically, we use rank-biased overlap (RBO) as our metric [15]. 

RBO has several important advantages over the more commonly-used Kendall Tau, 

namely it does not suffer from the disjointedness problem (when a job candidate ap-

pears in one ranked list but not another) and RBO weighs those that match towards 

the top of the ranked list more heavily than those that match toward the bottom – two 

properties the Kendall Tau metric does not possess. RBO is measured on a scale of 0 

(completely disjoint) to 1 (a perfect match).  We obtained an RBO score of 0.189 and 

0.215 for the top 10 and top 5 respectively, indicating little evidence of ranking con-

sensus. 
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Table 2. Ranking of features from job candidate materials, the number of appearances in top 10 

lists and top 5 lists of importance, as determined by our 13 HR experts. 

Rank Feature 
# in  

top 10 

# in 

top 5 
Rank Feature 

# in   

top 10 

# in 

top 5 

1. Years of relevant work 
experience 

7 4 6. No notable gaps in 
employment 

4 3 

2. Job responsibilities held 6 3 6. Salary expectations 4 3 

3. Technical skills match 

requirements 

6 2 8. University attended 3 2 

4. Education level attained 5 3 9. Job titles held 3 1 

5. Job promotions earned 4 2 10. Languages spoken 2 1 

 

In addition, to examine if there was some form of possible agreement on features 

possible between our human experts, we presented all with the overall ranking from 

Table 2.  We asked if this ranking, converted into a score, could be used for the pool 

of candidates.  This provided considerable discussion between them with a majority 

(9 of the 13) disagreeing with the utility of using the features in the rank order that 

was collaboratively determined.  Most came up with specific examples why this rank-

ing of features would not work from the pool of 100 resumes they examined.  

 

There are several important implications from this.  First, it makes training a machine 

learning algorithm to screen and select job candidates challenging, since human ex-

perts are the oracle these algorithms seek to replicate.  If human experts cannot agree 

on the weights, training an algorithm to match them becomes a nearly impossible 

task.  Second, it can introduce bias into the job search process.  Some countries, such 

as the United States, regularly require companies to prove the job search process is 

absent of any racial or gender bias.  Some of the features identified, such as “no nota-

ble gaps in employment”, “university attended”, and “languages spoken”, could easily 

introduce bias if left unchecked. 

 

It may appear that selecting candidates is too nuanced for even the more sophisticated 

classification algorithms to perform well.  However, algorithms can benefit both 

short- and long-term if humans are an integral part of the process.  First, by filtering 

out the candidates who are clearly a mismatch for the advertised job position, the pool 

of candidates can be quickly restricted; thus, more attention can be put on evaluating 

those candidates that remain.  Second, if the algorithm can learn which rules and pat-

terns are absolute (“hard”) and which can be have a probabilistic weight assigned 

(“soft”) through human input, the algorithm can be trained to incorporate this feed-

back into the selection and ranking process.  While algorithms such as learning to 

rank [16] can take candidate rankings produced by human experts and learn features 

automatically, the vast number of features relative to the size of the training set can 

lead to overfitting.  Also, quickly filtering out candidates from the pool early on may 

provide too few samples for a classification algorithm to learn from.   
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Typically, the candidates who apply for a job position are the only ones considered. 

However, expanding the pool of candidates for the algorithm to consider to all appli-

cants for a company (including those who applied for other positions) is one way to 

help the algorithm learn more quickly.  Initially, it may seem this approach to expand 

the pool is unproductive; determining a short-list of candidates often involves evaluat-

ing each candidate relative to the other applicants in the pool (using features such as 

those indicated in Table 1).   However, a larger set of applicants can increase the size 

of the training set by adding noise that is roughly Gaussian in nature, helping the al-

gorithm to avoid overfitting [17]. A good training set should span the complete varia-

bility of each feature [18]; with a limited set of candidates, the rules the algorithm 

learns may become skewed, negatively affecting the ability for the algorithm to learn 

[19].  Obtaining a training set with candidates outside the pool of applicants can help 

the algorithm learn rules, even if those candidates are flagged for removal from final 

consideration. 

 

Using a C4.5 classifier, we examine how this improvement can be made for the 5 job 

descriptions mentioned earlier.  We wish to examine how the use of the set of appli-

cants for each position and the set of applicants for all positions would improve our 

algorithm when humans were added to the loop.  This approach attempts to answer 

our second research question. 

3.1 Metrics 

The list that most closely resembles the ranked list provided by our oracle is the best 

match.  We use the RBO metric to determine a similarity score with the ranked list 

provided by our oracle. In addition, we have the experts provide a binary relevance 

(relevant/not relevant) for each job applicant. This allows us to also evaluate precision 

and recall and the F-measure, which is the harmonic mean of precision and recall. 

3.2 Oracle 

We asked a different set of 3 human HR experts collaborating as a team to rank the 

candidates for each job position.  Rarely are more than 10 candidates brought in for 

interviews, so limiting the number of candidates to 10 is reasonable.  These experts 

also evaluated each candidate’s binary relevance (ether as relevant or not relevant) to 

the position, and the majority relevance label from the 3 experts is used as our oracle. 

3.3 Baseline 

For our baseline, we first eliminate candidates that don’t meet the stated criteria for 

each position.  For the candidates that remain, we randomly select a third of them and 

ask 3 human HR experts to independently rank and score relevance for each candidate 

for each of the 5 job positions.  The two thirds not randomly selected are used as the 

test set.  A C4.5 decision tree algorithm determines a final ranked set of candidates for 

each position and the binary relevance.   
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3.4 Treatments 

Our first treatment (T1) is to use all the candidates who applied for each job descrip-

tion and randomly divide them into training and test sets with a ratio of 1:2. Rules are 

derived by the C4.5 algorithm based on training set.  In addition, relevance is scored 

for each candidate. There is no human involvement. 

 

Our second treatment (T2) is to use all the candidates who applied for all job descrip-

tion and randomly divide them into training and test sets with a ratio of 1:2. Rules are 

derived by the C4.5 algorithm based on training set.  Once the test set is ranked, those 

who did not apply for the job are removed from the final candidate ranking. In addi-

tion, relevance is scored for each candidate. As with T1, there is no human involve-

ment. 

 

Our third and fourth treatments (T3 and T4) are similar to the first and second treat-

ments, respectively, but they incorporate humans-in-the-loop inputs with the training 

sets by providing human feedback into the rules used in the C4.5 algorithm.  Three 

human HR experts highlight the keywords and phrases that contributed to their rank-

ing decision.  The algorithm ranks the test set.  In the case of T4, once the test set is 

ranked, those who did not apply for the job are removed from the final candidate 

ranking. 

4 Results and Discussion 

The overall RBO averages, and the precision, recall and F-measure for the baseline 

and 4 treatments are provided in Table 3. 

Table 3. Average RBO score, precision, recall, and F-measure for the baseline condition and 

four treatments. 

Condition/  

Treatment 

Average  

RBO Score 

Average  

Precision 

Average  

Recall 
F-Measure 

Baseline 0.305 0.550 0.808 0.654 

Treatment 1 0.352 0.485 0.747 0.588 

Treatment 2 0.373 0.495 0.790 0.609 
Treatment 3 0.527 0.580 0.835 0.685 

Treatment 4 0.576 0.600 0.857 0.706 

Average 0.427 0.542 0.807 0.648 

 

From Table 3, we see that treatment T4 provided the best average RBO scores, preci-

sion, recall, and F-measure scores.  Treatment T2 provided better results than T1, 

particularly with RBO scores and recall, indicating the strength of having more data 

from which to train our algorithm.  More impressively, RBO, precision and recall 

scores for treatments T3 and T4 improve upon treatments T1 and T2, illustrating the 

benefits of human-in-the-loop involvement in setting rules for our C4.5 classifier. 
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Comparing these treatments with our baseline in average RBO score, one can observe 

that the baseline falls in the middle of the pack; it outperforms treatments T1 and T2 

but underperforms treatments T3 and T4.  One can see that human-in-the-loop in-

volvement to assist with establishing rules (as opposed to selecting candidates and 

letting the machine algorithm establish the rules from the selected candidates) can 

improve the rankings made by the machine algorithm.  One also can observe that 

using a broader set of candidates for rule creation, then later eliminate those who did 

not apply for that position, can improve the rule set and subsequent candidate ranking.  

This supports the findings in [16], [20] and by other researchers exploring adding 

noise to classifiers in different contexts (e.g., [21]). 

 

We note that using a single decision tree algorithm for different job positions can lead 

to poor classification decisions if the jobs descriptions have little in common with 

each other.  In our case, all were for middle-management jobs supervising technical 

people; therefore, the variance in our RBO rankings between positions was a very 

reasonable 0.047. 

5 Conclusion and Future Work 

Our study examined the role of humans in selecting candidates for 5 middle-

management job positions that relied on a combination of technical and soft skills. 

We used a C4.5 decision tree classification algorithm.  The first part of our experi-

ment examined how consistent are HR experts in determining the best features of a 

candidate’s materials to evaluate.  With respect to feature selection, we found little 

consistency through our group of 13 HR experts.  This implies that one HR personnel 

could arrive at a very different list from another, bringing up concerns of potential 

bias and demonstrating the difficulties of coming up with an algorithm to completely 

replace humans.  For the foreseeable future, machines will still need humans to be a 

part of the process. 

 

The second part of our experiment examined how human experts might provide input 

to better train a machine and how the results might be further improved in job candi-

date selection able to improve the results.  Our evaluation looked at similarity with 

separate machine/algorithm approaches with a set of human experts, finding when 

humans help establish the rules (as opposed to only selecting and ranking the relevant 

candidates), the ranked list, recall and precision scores improve.  We also added other 

candidates who did not apply for the job position as noise (and removed these non-

applicants at a later step), which helped improve the overall results and minimize 

overfitting. Thus, it is not only having humans in the loop, but having humans per-

form the most beneficial tasks, that best replicate our human experts. 

 

In future work, we plan to examine the role of longitudinal information (the white box 

in Figure 1) as inputs to the decision process.  Unfortunately, obtaining this infor-

mation is challenging.  Second, because most hiring is for non-management positions, 
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we wish to see if our process can be replicated for blue-collar jobs as well.  we wish 

to see better ways to test the effectiveness of our method’s hiring suggestions; in other 

words, we wish to detect the best way to measure if the best person was recommend-

ed from the pool of candidates.  One possibility is to examine internal hires in a longi-

tudinal study (assuming data collection is possible), since in theory we can track the 

long-term career progression of the candidate within the firm offered the position as 

well as those that weren’t.  Third, we also plan to look at a wider variety of job posi-

tions and see how bias might potentially become part the algorithm.  If we can detect 

bias early on, we can set some type of alarm to involve humans to correct for this.   

Fourth, we also wish to determine ways in which the algorithm can assist humans to 

do their job more effectively.  One possibility is to explore how warnings can be pro-

vided for candidates that are either underqualified or overqualified based on some 

criteria established in advance.  Another is to provide better graphical information for 

each candidate to illustrate their strengths and weaknesses relative to the candidate 

pool. 
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