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Preface

Individual and organizational actions have social consequences that call for the
implementation of recommendations of good conduct at multiple levels of gran-
ularity. For firms, business ethics is the essence of a healthy society (OECD
reports) and, indeed, a growing number of companies issue voluntary codes of
conduct to commit to values like legal compliance, accountability, privacy, and
trust. Government agencies, on the other side, identify transparency as a key
value that promotes accountability, public participation, collaboration, and ef-
fectiveness. United Nations continuously stress “the need for a robust, yet flex-
ible, accountability framework to assess progress and achieve results, as well as
ensure that all actors honour their commitments” (General Assembly President
John Ashe, 2014).

The CARe-MAS Workshop aims at providing a discussion forum for re-
searchers and practitioners who are investigating issues related to computational
accountability and responsibility in multi-agent systems. In other words, CARe-
MAS concerns the use of Artificial Intelligence techniques and approaches –
with particular care to multiagent systems– to help supporting the realization
of accountability frameworks which, in turn, help organizations to respect their
commitments, help individuals in organizing their work, help managers in taking
decisions, improve infrastructure and procedures, and so forth. The development
of such specialized management systems introduces challenges and requirements
for handling ethical issues, e.g. serving the requirements of transparency, ac-
countability, and privacy preservation. We believe that such challenges can be
faced with the support of intelligent systems, with plenty of potential appli-
cations in fields like finance and business transactions, fair business practices,
resource management, consumer protection, economic systems, corruption, sales
and marketing, health care, public administration, smart cities, and decision
support.

The CARe-MAS Workshop is the conclusive event of the two-year project
AThOS1 (Accountable Trustworthy Organizations and Systems), and is held as a
full day workshop co-located with the PRIMA conference in Nice, France on Oc-
tober 31st, 2017. The workshop receive 6 submissions, each of which had at least
three reviews. The program also includes two invited talks. The first “Account-
ability by Dialogue: a new approach to data protection” by dr. Joris Hulstijn
from Tilburg University (The Netherlands). The second “How to Approach the
Problem of Coming to Responsible Intelligent Systems?” by Jan Broersen from
Utrecht Univeristy (The Netherlands).

We are confident that the talks offer an interesting perspective of the work
that has been done about accountability in from a computational perspective,
and they will also offer the opportunity for fruitful and interesting discussions.

1 http://di.unito.it/athos
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