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Abstract

In this work, deep convolutional neural networks are used to automate
the process of feature extraction from CCTV images. The extracted
features serve as a strong basis for a variety of object recognition tasks
and are used to address a tracking problem. The approach is to match
the extracted features of individual detections in subsequent frames,
hence creating a correspondence of detections across multiple frames.
The developed framework is able to address challenges like cluttered
scenes, change in illumination, shadows and reflection, change in ap-
pearances and partial occlusions. However, total occlusion and similar
persons in the same frame remain a challenge to be addressed. The
framework is able to generate the detection and the tracking results at
the rate of four frames per second.

1 Introduction

Pedestrian tracking has gained a significant interest in the last two decades. The increasing interest is due to
the availability of high-quality inexpensive CCTV video cameras and the need for automated video analysis.
Recognising human actions in real-world environments finds applications in intelligent video surveillance, know-
ing customer attributes, customer shopping behaviour analysis (Chen et al., 2016), homeland security, crime
prevention, hospitals, elderly and child care (Wang, 2013) and can be used for management of public places and
handling emergency situations as well.

There is a rich literature (Yilmaz et al., 2006; Smeulders et al., 2014) that follows the conventional paradigm of
pattern recognition that includes extraction of hand-crafted features (pre-defined features such as Histogram of
oriented Gradients (HOG)) from the images for detecting pedestrians in a scene and their subsequent classifica-
tion, using classifiers. The drawback of using such hand-crafted features for a tracking task is the limited ability
of the hand-crafted features to adapt to variations of object appearance that are complex, highly non-linear and
time-varying (Yilmaz et al., 2006; Chen et al., 2016). Additionally, to achieve accurate recognition, major chal-
lenges that are required to be addressed include occlusions, cluttered backgrounds, viewpoint variations, changes
in appearance (scale, pose and shape), similar appearing pedestrians, illumination variations and unpredictable
nature of pedestrian movements (Ji et al., 2013; Chen et al., 2016). However, most of the state-of-the-art trackers
address specific challenges and the generalisation abilities of the trackers are not sufficient (Feris et al., 2013).
Re-identification of pedestrians (in single camera and multi-camera views) still remains an open challenge.

In this work, pedestrians are detected in each frame of CCTV images using a state-of-the-art object detection
framework Faster R-CNN (Ren et al., 2015). Subsequently, to overcome the limitations of using hand-crafted
features, automatic feature extraction from the detected pedestrians with deep convolutional neural networks
(CNNs) is performed. Donahue et al. (2014) state that the activations of the neurons in the late layers of a deep
CNN serve as strong features for a variety of object recognition tasks. The hypothesis behind this work is that
the extracted activations from the late layers of a deep CNN can be used to distinguish detected pedestrians
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across the frames and can be used to address a tracking-by-detection problem accurately. So, in a novel way
features are used to address a tracking problem. Tracking is formulated as the correspondence of the detections
across multiple frames and is achieved by matching the extracted features of individual detections in subsequent
frames. The main contributions are:

e A framework for real-time pedestrian detection and tracking using CNNs is developed
e A new algorithm is developed to establish correspondence between the detections across the frames

The framework addresses challenges such as partial occlusion, variations in illumination, changes in pose,
shape and scale of pedestrians, cluttered backgrounds and total occlusions for short periods. The framework is
not able to handle total occlusions of long periods and fails to address the problem of having similar appearing
persons in the same frame.

2 Related work

Tracking is defined as the creation of trajectory of an object in an image plane and a tracker assigns correct
labels to the tracked objects in different frames of a video. There are three fundamental aspects of pedestrian
tracking that are analogous to object tracking: 1) detection of the pedestrian in the video frame, 2) tracking
of the detection, and 3) analysis of the tracks for the specified purpose (Yilmaz et al., 2006). In the literature,
for object detection point detectors, background subtraction methods, segmentation and supervised learning
methods have been used. For accurate tracking, selection of suitable features plays a vital role and is related
to object representation. Subsequently, the task of establishing correspondence of the detections is performed.
This has been done in the past using deterministic or probabilistic motion models and appearance based kernel
tracking models. Additionally, on-line adaptation methods have been proposed that adapt detectors to handle
the variations in the appearances of the tracked objects over time. The detectors are trained and updated on-line
during tracking, however these usually require a large number of instances for learning, which may not always
be available. (Chen et al., 2016; Feris et al., 2013).

Recently, there has been a significant performance improvement in the field of image category classification
and recognition by training a deep CNN with millions of images of different classes (Krizhevsky et al., 2012). The
CNNs (Lecun et al., 1998) are a machine learning method that exploits the local spatial information in an image
and learns a hierarchy of increasingly complex features, thus automating the process of feature construction.
CNNs are relatively insensitive to certain variations on the inputs (Ji et al., 2013).

Motivated by the success of image classification and recognition, attempts have been made to exploit the
usefulness of deep CNN for tracking tasks. Fan et al. (2010) design a CNN tracker with shift-variant architec-
ture. The features are learned during off-line training that extracts both spatial and temporal information by
considering image pairs of two consecutive frames rather than a single frame. The tracker extracts both local
and global features to address partial occlusions and change in views. Ji et al. (2013) use a 3D CNN model for
pedestrian action recognition. The model extracts features from both spatial and temporal dimensions by per-
forming 3D convolutions and captures motion information across multiple frames. Jin et al. (2013) introduce a
deep CNN for the task of tracking, which extracts features and transforms images to high dimensional vectors. A
confidence map is generated by computing the similarities of two matches by using a radial basis function. Hong
et al. (2015) propose using outputs from the last layer of a pre-trained CNN to learn discriminative appearance
models using an on-line Support Vector Machine (SVM). Subsequently, tracking is performed using sequential
Bayesian filtering with a target-specific saliency map, which is computed by back-projection of the outputs from
the last layer. Wang et al. (2015) use features learned from a pre-trained CNN for on-line tracking. The CNN
is fine-tuned during on-line tracking to adjust the appearance of an object specified in the first frame of the
sequence and a probability map is generated instead of producing simple class labels. Wang and Yeung (2013)
train a stacked de-noising auto-encoder off-line and follow a knowledge transfer from off-line training to on-line
tracking process to adapt appearance changes of a moving target. Nam and Han (2015) propose a tracking
algorithm that learns domain independent representations from pre-training, and captures domain-specific in-
formation through on-line learning during tracking. The network has a simple architecture compared to the one
designed for image classification tasks. The entire network is pre-trained off-line, and the later fully connected
layers including a single domain-specific layer are fine-tuned on-line. Li et al. (2016) propose a novel tracking
algorithm using CNN to automatically learn the most useful feature representation of a particular target object.
A tracking-by-detection strategy is followed to distinguish the target object from its background. The CNN gen-
erates scores of all possible hypotheses of object locations in a frame. The tracker learns on the samples obtained
from the current image sequence. Chen et al. (2016) train a deep CNN and transfer the learned parameters
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for the tracking task and construct an object appearance model. Initial and on-line training is used to update
the appearance model. Despite such success of CNNs, only a limited number of tracking algorithms (discussed
above) exploiting CNNs are proposed so far in the literature. Moreover, previous works have not integrated the
approach of detection and tracking simultaneously with CNNs.

3 Methodology

The developed framework uses CNNs both to detect pedestrians within the frames and track across the frames.
A state-of-the-art object detection framework, Faster R-CNN (Ren et al., 2015) is used for the detection of
pedestrians. The features used for the tracking are derived from a pre-trained CNN (Fig. 1) and serve as
a strong basis for object recognition. The proposed algorithm! for creating correspondence is closest to the
appearance based kernel tracking, but a robust representation is developed by imposing weights for appearance
and spatial information.

. Input Cell . Kernel . Convolution or pool . Fully connected layer . Output cell

Figure 1: A simplified architecture of the deep CNN (after Krizhevsky et al. (2012)). Fully connected - 8 (FC-8)
layer is the last layer before the classification, from which the features are extracted.
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Figure 2: A simplified layout of the framework.

A simplified layout of the framework is provided in Fig. 2. The CCTV image frames are input to the detector
that detects and localises individual pedestrians. Features from the cropped images of the pedestrians are
extracted by a pre-trained CNN. The developed algorithm is used to make correspondences of the detections
across the frames and ids are allocated to individual detections. Tracking results are shown by overlaying the
ids of the detections on the respective frames.

3.1 Definitions

The last layer before the classification layer (FC-8) of the CNN generates a vector of 1000 features for each input
image. Individual detections from each frame are in form of a bounding box around pedestrians. Subsequently,
the detections are cropped and fed to the CNN that generates a matrix of feature vectors. Mathematically this
can be represented as Eq. 1, where F V_;(k) denotes the matrix of feature vectors of the i detections for a single
Frame k, the set { A k). A1000,i(k)) } denotes the activations of it" detection in Frame k, and i(k) denotes
the number of detections in Frame k.

A(l,l) SN A(l,i(k)) x(l’k) SN x(i,k)
FVigy = | : (1) PCiwy = | + . (2)
A(looo,l) cee A(lOOO,i(k)) Ya,e)y -+ Yi,k)
The centroids of the detections can be expressed by Eq. 2. Where Pd(k) denotes the matrix of z and y
coordinates of the centroids of ¢ detections in Frame k. Correspondence is established by calculating a feature

distance and a pixel distance between every pair of detections in two consecutive frames. Let F'Vj) and F'Vjx41)
denote respectively the feature vectors for ¢ and j detections in Frame k and Frame k+ 1. The normalised feature

For MATLAB implementation visit https://github.com/debaditya — unimelb/CN N pedestrian tracking/.
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distance between the two detections Fyi(x),j(k+1)) is expressed as Eq. 3, where |F'V| denotes [2-norm of a real
vector FV. Let PCj;) and PCj41) denote the centroids for ¢ and j detections in Frame k& and Frame k + 1
respectively. Similarly the normalised pixel distance between the two detections Pyix),j(k+1)) 1S expressed as
Eq. 4. - - - -
[EVitky — FVjtkt)l |PCiry — PCj(rrn)l
|FVi(k)||FVj(k+1)| |PCi(k)||PCj(k+1)|

A distance matrix Fy11) for the feature vectors is generated from the normalised pairwise feature distances
and is represented by Eq. 5. A distance matrix for the pixel distances Pj;41) is generated from the normalised
pairwise pixel distances and is represented by Eq. 6. The matrices Fyx41) and Py41) are combined using a
weight w (0 < w < 1). The combination result is called a tracking matrix Ty4q) and is defined by Eq. 7.
Where t;(1 j(k+1) represents the weighted additions of Fyer),jk+1)) and Pagi(k),j(k+1))-

Fagiry,jk+1)) = (3) Pagitkyjk+1)) = (4)

Fyja,y - Faa o) Pya,y oo Paaiiey
Fayr) = : : (5) Pagk+1) = : : (6)
Fatiey,1y -+ Fage),ik+1)) Patiey,1y -+ Pagie),ik+1))
tany oot
Tuk+1) = (W) Paes1y + (1 — w)Eggrgr) = : : (7)
Lik)1)  -or k), (k1))

3.2 Algorithm

In the first frame, the ids are generated randomly and tracked in the subsequent frames. The number of generated
ids in the first frame is equal to the number of detections. For the detections in the subsequent frames either an
id is assigned from the previous frame (which involves the matching based on the minimum distance criteria) or
a new id is generated (which is for the case a new person enters the frame).

) @) e gk T ik = b@) e (@Y ARy ik

+1) +1)
Frame 1 Frame 2 Frame (k-2z)  Frame (k-z+1) Frame k Frame k+1 Frame 1 Frame 2 Frame (k-z) Frame (k-z+1) Frame k Frame k+1
detections =a detections =b detections =g detections = h detections =i  detections = detections = a detections =b  detections =g detections = h detections =i detections =
(a) (b)
Figure 3: The algorithm used for correspondence. Green colour represents the unallocated detections. Blue
colour represents the detections of the previous frame/ frames for comparing. Yellow colour represents the rest

of the detections that are present in the database.

Let the set {t(1 i(k))s -+ L(i(k),j(k+1)) } denote the weighted distances from the detection j in Frame & +1 to all
detections in Frame k. The minimum value of the set {#(1 i(k)), -+ t(i(k),j(k+1)} 15 used to make correspondence
of j(k + 1) detection in Frame k + 1 to the 1%, ....,i(k)!" detections in Frame k, only if this minimum value is
below a threshold. Fig. 3(a) illustrates the process of establishing correspondences for this case, where detection
1 of frame k + 1 is compared with i(k) detections of Frame k for a correspondence. If the minimum value of the
set {t(Li(k))7 ~-~-at(i(k),j(k+1))} for a detection j(k + 1) in Frame k + 1 is above the threshold, no correspondence
is made to the Frame k, but the detection is compared to the detections of previous z frames for a match. This
is explained in Fig. 3(b), where detection 1 of frame k + 1 is compared with all the detections from Frame k to
Frame k — 2z and each frame can contain different number of detections (a,b,gh.i and j).

If a match is found, a correspondence of j(k + 1) detection is made to the corresponding id of the detection
in (k — 2)!" frame . If there is no match after comparing the previous z frames, the detection is assumed as a
new pedestrian entering the frame. The new pedestrian is allocated a new id and it is tracked in the subsequent
frames. If a pedestrian leaves the scene or is totally occluded in Frame k + 1, the the corresponding detection
in Frame k will not have any match in Frame k£ + 1, but, that id will be stored in the database for future
correspondences. However, if the algorithm is able to re-identify the pedestrian after total occlusion in the z
previous frames, it is allocated the corresponding id of the detection in the (k — 2)*" frame.

Multiple correspondences from j(k + 1) detections to i(k)"® detection might happen, if j(k + 1) > i(k). Such
situations may be resolved by creating a correspondence of j(k + 1)'h detection to the n(k)!* detection having
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the least value of the set {t(u(k)), ....,t(i(km(k“))}. The correspondence of unallocated detections is done by
using the second least value of the set {t(1 i(k)), .-, L(ik),j(k+1))} if it is below the threshold. If not, then the
unallocated detections are compared to the detections of previous z frames for a match.

4 Results

Town centre dataset? was used for evaluation in the study. First 30 seconds of the video was used at a reduced
frame rate of 8 frames per second. The detection and tracking are evaluated separately using tracking matrices.
The results of the detections and tracking are shown in Fig. 4.

Figure 4: (a) shows the detections in video sequence that are 10 frames apart. (b) shows the tracking results.
The number denoting each pedestrian is generated randomly in the first frame.

4.1 Evaluation of the detector and the tracker

The average precision and recall of the detector for used data are 0.93 and 0.80 respectively. High precision
means that most detected objects are actually pedestrians and high recall means that most pedestrians in the
scene are detected. The variation of precision and recall with frames is shown in Fig. 5.
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Figure 5: The variation of precision and recall with frames.

Multi-object tracking precision (MOTP) and multi-object tracking accuracy (MOTA) (Bernardin and Stiefel-
hagen, 2008) matrices are used for the evaluation of the tracker. The matrices are used for objective comparison
of tracker characteristics on their precision in estimating object locations, their accuracy in recognising ob-
ject configuration and their ability to consistently label objects over time. MOTP and MOTA are expressed

mathematically as: )
MOTP — Zi,t di my + fpr + mmey) 9)
Zt Ci Et gt

Where d¢ is the distance between the detection and the i'h pedestrian (from the ground truth) and C; is the
number of matches found in time t. my, fp; and mme; are the number of misses in detection (false negatives),
number of false positives and the number of mismatches in the correspondence respectively, and g; represents
the number of pedestrians present at time t. MOTP is the total error in estimated position of detections over all
frames, averaged by the number of correspondences made. Higher value of MOTP signifies low accuracy of the
bounding boxes around the object. Higher values of MOTA signifies high accuracy in tracking. Experimental
results of MOTP and MOTA for the dataset are 27.92 pixels and 71.13 % respectively.

(8) MOTA = 1 — 244

5 Discussion

Tracking is achieved by creating a correspondence of detections of two consecutive frames only (provided that
there are no multiple correspondences or correspondence to z previous frames). Hence, the appearance of
pedestrians are updated over time and the framework is robust to change in appearance (pose, shape and scale).
The detector misses some of the detections due to total occlusions and hence explains the low value of recall.
Another contributor to lower recall values is that the detector misses pedestrians that appear smaller due to
their distance to the camera. This can be alleviated in a multi-camera setting, where pedestrians that are missed
in one camera are likely to be detected in another camera. On a closer observation, the low value of precision

2available at: http://www.robots.ox.ac.uk/ActiveVision/Research/Projects/2009bben fold headpose/project.html
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is due to the false detections created by the reflection of the pedestrians in a glass panel that is present in the
dataset. High value of MOTP is due to the inaccuracy of the bounding boxes of the detected pedestrians. This
is insignificant considering the high resolution of the dataset. Low value of MOTA is mainly due to the large
number of misses in the detection and partially due to the false detections and mismatches in the correspondence.

6 Conclusion

A framework is developed for real-time detection and tracking of pedestrians in CCTV image frames using CNNs.
A new algorithm is developed for making correspondence of the detections across multiple frames. The detector
is able to overcome the challenges of variations in the illumination, cluttered backgrounds, partial occlusions and
changes in the scale. The tracking algorithm is able to track pedestrians with 71.13 % accuracy and addresses
the problem of changes in appearance (pose and shape) and total occlusions for short periods. However, total
occlusions for longer periods remains a challenge to be addressed for future work. To improve the accuracy, it is
proposed to perform the evaluation and estimation of pedestrians’ future trajectories from past observations (e.g.
Kalman filtering) for overcoming the problem of unpredictable pedestrian movements. To address the problem
of total occlusions and similar persons, an average representation of individual pedestrians (for all the tracked
frames) can be used.
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