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DESCRIPTION AND PURPOSE
Let (x;,p), i=1,2,...,n, be given, The least absolute curve fitting problem is to find

(=, B) to
minimize j’i]yrath.m. (1)
i=1

It has been known for some time (see Charnes et af., 1955) that (1) is equivalent to the
foliowing linear programming (L) problem:

minimize 3 (P,+N), @
i1

subject to a+x,8+P,— N, =Y, P,20, N;20,i = 1,2, ...,n, where P; and N, are, respectively,
the positive and negative deviation associated with the ith observation.

Sadovski (1974) presents an algorithm to solve (1) based on a method proposed by
Edgeworth (1888). The algorithm given here is a specialization of the LP procedure of
Barrodale and Raoberts (1973) for the more general linear curve fitting problem. This latter
specialization has the following beneficial features:

(a) Our study (see Time and Accuracy section) has indicated that the specialized LP approach
is uniformly faster than the Sadovski code on all problem sizes.

(b) No accumulative round-off error is present since all necessary values are recalculated
from the original data at each iteration.

(¢} Considerably less storage is required when compared to the Barrodale and Roberts code
and approximately the same amount when compared to the Sadovski code.

(d) The convergent properties of LP theory are available while Sposita (1976} has demon-
strated that the Sadovski algorithm need not converge in general.

STRUCTURE
SUBROUTINE SIMLP (N, X, Y, SAD, ALPHA, BETA, D, ITER, INEXT, IFAULT)
Formal parameters
N Integer input: number of observations
X Real array (¥} input: the observed values (x;}, i=1,2,...,n
Y Real array (&) input: the observed values (¥,), i=1,2,..,n
SAD Real output: sum of the absolute deviations
ALPHA Real output: estimate of «
BETA Real output: estimate of g
D Real array (N) output: vector of the signed residuals

ITER Integer output: number of iterative steps
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INEXT Integer array (N) working array
IFAULT Integer output: see Failure indications below

Failure indications
IFAULT =1 ifall x,,i=1,2,...,n, values are equal
=0 otherwise

Restrictions
The local constants are ACU and BIG which have the values 10-% and 10 respectively.
ACU is used to check if the rows in the initial basis are independent, and later in the algorithm

to test for optimality, BJG is used as an initial value when determining the minimum ratio in
the LP algorithm.

TIME AND ACCURACY

A computational study was carried out to compare LONESL (Sadovski, 1974) and SIMLP.
Both codes provide least absolute value estimates for the simple linear regression model
y=a+Bx. The University of Texas CDC 6600 was used in this study and sample results are
given in Table 1. Times are in CPU milliseconds. Numerous sample problems were generated
and it was clearly shown that the LP code runs considerably faster.

TABLE 1
A comparison between SIMLP and LONESL

SIMLP LONESL
Number of Time Number of Time Number of
observations (CPU milliseconds)  iterations (CPU milliseconds)  iterations

50 7 3 57 2
1400 32 6 407 4
150 46 5 953 4
200 102 5 1647 4
250 84 2 3230 5
300 70 3 8373 9
350 262 3 6367 5
400 265 3 16296 10
450 212 5 3341 4
500 184 3 15374 &

The accuracy of this subroutine is dependent on the maximum real number accuracy of
the machine used subject to the setting of ACU described above.
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SUBROUTINE SIMLD(N, X, ¥, SAD, ALPliA, BETA, D, ITER, INEXT,
»  TFAULT)

ALGORITHM AS 132 APPL, STATIST, {1q78) VOL.27, NO.3
SIMLP - ¥ = ALPHA + BETA = X + ERRUR

DIMEMSTIN X(W), Y(NY, D(H), INEXT(M\
DATA ACU, BIG /1,0E-D, 1,0Elg/

INITIAL GETTINGS

IFAULT =
ITER = O
AHALF = 0,5 + ACU

ANE = AHALF + AHALF

4]

DETERMINE INITIAL BASIS

DLy = 0.0
i o= ¥(1)

IBASL = [

Al = R{1)

Mg I =2, N

IF{ARS(AL - X(I1) LT, acth GOTO 10
A2 = KDY

IBASZ = I

Yi = ¥{I1)

GUTO 20

CCHTINUE

IFAULT = 1

RETURN

CALCULATE INITIAL BETA VALUR

NET = 1.0 7 (A2 - Al}
AAAA {AZ = ¥1 - &l = Y2y » DET
HBBB {¥2 - Y1) ~ DET

CALZULATE INITIAL D VECTOR

Da3e 1 =2, K
Db = ¥{Iv - (AAAA + BERD * X{1V)
B IY = SIGH{I,0, bOD

CONT INVE

TATL = 1.0

TAT2 = H{IBAS2Y

DEIRASEY = =1,0

DO 40 I =2, N

TOTL = WITL + DCIY

TOT2 = TAM2 + DCIY = H(I)

CUNT ML

T = {Ad * TUTL - TOM2Y » DET
IF{ABS{TY LT, AUNE) GOTO 50
DET = -DET

GOTH 20

MAIN ITHRATIYE LY BEGINS

T = (T2 ~ AL » TAOT1) + DET
IF{ABG(TY ,LT, AONE) GOT) 160
IFIAG = 2

IOUT = IBAS2

X(IUTY = AL

AAA = Al
BER = A2
cara 3o

T = (TQT2 ~ A2 = TGT1) + DET
IF(ARS(TY LLT. ANNEY GOTO 160

IFIAG = 1
HBE = AL
AAA = AZ

IGUT = TBASL

RHO = S8IGN(1,0, T)
T = 0.5 = ARS{TY
DET = NET = RHN

PERFMORM PARTIAL SORT OF RATIOS
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INEXT(IRASLY = IBAS2
RATIO = DIG
SUM = AHALR
dyi20 I =1, N
DOD = {X{IY ~ AMAY = DET
IF{DDD » D(I} ,LE, ACU) GO 120
TEST = (Y{1) - AAAA - BBBB * X(I)) / DD
IF(TEST .GE. RATIO) GUT 120
S = IBASL
SUM = GUM + ABS{DDD)
00 ISAVE = LARS(INEXT(I))
IF{TEST .GE, D{ISAVE)1Y GOTO 110
IF{SUM LT, T} GIITA 100
SUBT = ARS{{X(TSAVE) - ARAY » DET)
IF(SUM - SUBT (LT, Ty COTO 100
SUM = SUM -~ SURT
D{ISAVEY = 1SIGN{1, INEXT(J))
INEXT(JY = INEXT{ISAVE)
GOIT'(Y
100 J = ISAVE
1SAVE = IARS(INEXT(IN)
TF{TEST .LT. N{ISAVE))} GUT 100
110 INEXT(IY = INEXT{I)
INEXT{J) = ISIGN{I, INT{D{I}))
n{1y = TEST
fR(SuM LLT. T) GOTO 120
IIN = IABSCINEXT(IBASLYY
RATIQ = D{ITNY
120 CONTINUE

(2]

UPDATE BASTC INDICATORS

TIN = IARS(INEXT{IBASLY)
I = 1IN
130 ISAVE = IABS{INEXT(J))
TFLISAVE (Efy. IDAS2Y GUTO 140
222 = TSIGH{L, INEXT(IYY
TOTL = TOT1 - 222 - 222
TOT2 = TOT2 - 2.0 * 227 » X{I5AVE}
DETSAVE) = ~Z2Z
F = ISAVE
GO 130
140 277 = ISIGN{1, INEXT(IDAS1))
TOTL = TITL - RHO - 222
TOT2 = TN - RHO + BEB - ZZZ # X({IIN)
D{IMT) = =RHD
ITER = ITER + 1
IF{IFLAC LEQ, 1} ITO 130
H{IBAS2) = AL
IBASZ = LIN
D{IBAG2) = -1,0
A2 = XLITID
Y2 = Y(IIN)
BET = 1,0 7 (Al - a2)
AMAA = (AL = ¥2 - A2 » Y1) * DET
BRRB = (¥l - ¥2) + DET
cOTE o
150 IBASL = IIM
AL = (TTMY
D{IBAS1Y = 0,0
1 = Y(IIM
DET = 1.0 / {42 ~ al}
AAAA = (AZ » YL — Al % ¥2) » DET
BEDA = {¥2 - YL} = DET
GO

I3

CALCULATE tIPTIMAL SUM OF ABSOLUTE DEVIATIONS

omn

100 SAD = 0,

I=1, K

Y(TY - {AAAA + BEBD * X{INY
SAD = SAD + ABS{D(IN

170 CONTINUE

ALDHA, = AdAA
BETA = BHEB
RETURH

END



