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Abstract

We address the issue of data integration over
semantically-heterogeneous data sources using an
ontology-based integration mechanism. The semi-
automatic techniques that we explore are directed
to helping experts establish mappings between on-
tologies using a combination of manual methods,
which are needed for the accuracy of the map-
pings, and automatic methods, which facilitate the
experts’ tasks. We illustrate our approach using ex-
amples from a geospatial application for querying
land use patterns in the State of Wisconsin.

Introduction
Ontology-driven approaches to data integration mini-
mize maintenance and scalability problems, as the au-
tonomous distributed data sources can be added or re-
moved from the integrated system as necessary. Such
approaches have been proposed in the geospatial and
biological domains (Fonseca & Egenhofer 1999; Lu-
daescher, Gupta, & Martone April 2001).

We assume the existence of a central ontology, which
describes the domain of interest, and we will be refer-
ring to the sources (and the ontologies associated with
them) either as distributed, as seen from a central in-
tegration site, or as local, as seen from the site of that
source.

An application that needs to use the data from the het-
erogeneous sources expresses its information requests
in terms of the entities in the central ontology thus giv-
ing users the appearance of a single homogeneous data
source. In order to integrate the heterogeneous data,
mappings between entities in the central ontology and
those in the distributed ontologies have to be deter-
mined. Such mappings can be used in ontology merg-
ing, where information from the local ontologies are to
be included in a coherent, single ontology or in ontology
alignment, where the ontologies are to be made coher-
ent with one another, but kept separately (Noy & Musen
2000).
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There are different types of heterogeneities. Syntac-
tic heterogeneities arise due to differences in the repre-
sentation of the same conceptual model (e.g., relational
or object-oriented models). Schematic heterogeneities
arise due to structural differences within the same data
model. Even when the representation and structure are
the same, naming and cognitive heterogeneity might
exist—the former type corresponding to entities that
are the same but have different names, and the lat-
ter type corresponding to entities that perform multiple
roles in different contexts. For example, an agricultural
expert perceives water ways to be a source of irriga-
tion, while a transportation expert perceives them as a
mode of transportation. Naming and cognitive differ-
ences of the entities to integrate lead to semantic het-
erogeneities (Kashyap & Sheth 1998), which have been
recognized as the hardest ones to solve (Bishr 1998).

In this paper, we focus on the mappings between the
central ontology and a local ontology and take a new
view at how to determine these mappings so as to allow
for the partial automation of the mapping process. We
look at several examples that are provided by the Wis-
consin Land Information System (WLIS). In particular,
we focus on land usage and on the semantic heterogene-
ity that is evidenced in this particular domain (Wiegand
et al. 2002). The land use database system that we
consider stores information about land parcels in XML
format. Sample XML data about a land parcel contains
an identification number for the parcel, the category of
land usage under which it is classified, the name of the
file that contains the pertinent shape information, and
information about the owner of the parcel.

In WLIS, semantic heterogeneities manifest them-
selves in that not only the attribute names for the land
use code vary, but also the classification codes them-
selves vary from county to county and even within the
same county. For example, the land use classification
scheme for the city of Madison is different from the one
that is used in the rest of Dane county, which contains
Madison. Table 1 illustrates such heterogeneities.

What differentiates our automatic methods from re-
lated approaches (Hovy 1998; McGuinness et al. 2000;
Noy & Musen 2000; Gennari & Musen 1998; Bergam-
aschi, Guerra, & Vincini 2002; Corcho & Gomez-Perez



Planning Authority Attribute Code Description
Dane County Lucode 91 Cropland Pasture
Racine County Tag 811 Cropland

815 Pasture and Other Agriculture
Eau Claire County Lu1 AA General Agriculture
City of Madison Lu 4 4 8110 Farms

Table 1: Examples of heterogeneity of attribute names and values in WLIS.

2001) are the deduction operations that can be propa-
gated along the ontologies. We identify the cases where
such deduction operations can be performed automati-
cally or where the user has to intervene manually. We
anticipate that our approach could be used in conjunc-
tion with some of the tools and techniques of the related
approaches.

In the ontologies that we consider (for land use man-
agement), an ontology is a hierarchy where entities refer
to the codes (the vertices in the hierarchy) and relation-
ships are established between a parent code and a child
(the edges between the corresponding vertices). Such
relationships represent generalization/specialization be-
tween the codes. In our case, there are no explicitly
represented properties or attributes associated with the
codes. Therefore, we have a simpler structure than
that found in other systems, such as frame-based sys-
tems (Noy & Musen 2000; McGuinness et al. 2000),
and the decision of whether two entities match has to be
solely based on the codes.

The rest of the paper is organized as follows. After
a short discussion on data integration, we introduce the
mapping types that we consider, followed by the deduc-
tion operations for the semi-automatic alignment pro-
cess. After that, we discuss some aspects of ontology
merging and we conclude with directions for future re-
search.

Data Integration
There are two approaches followed for specifying the
mappings between the global schema (or ontology) and
the local data sources. In the first approach: the global-
as-view (GAV) and the local-as-view (LAV) approach.
In the LAV approach, the system can be easily main-
tained and extended. When a new source is added, only
its definition is provided, without entailing changes in
the global schema. In the GAV approach, system main-
tenance is more difficult as adding a new source may
require changing the definition of the entities in the
global schema. On the other hand, query processing
techniques needed in the LAV approach are known to
be more sophisticated than in the GAV approach (Lenz-
erini 2001).

In a fluid network of data sources, such as in WLIS, a
source-centric approach is preferable, so as to have the
capability to add or update new local data sources with
minimal effort, as such data sources become available
in electronic form. In some geographic applications,
the above mentioned difficulties in using the LAV ap-

proach are alleviated in that we do not need to combine
answers from different data repositories in order to pro-
duce results for a particular region (Cruz & Rajendran
2003).

However, in real-world applications such as WLIS,
pure LAV or GAV approaches might not be appropri-
ate. The data collected by an agency may contain ad-
ditional levels of classification to those already in the
ontology, reflecting the primary area of interest for the
agency. For example, a county in which agriculture is
the main occupation may have more categories of agri-
cultural land usage than the global schema drawn up for
the state. Such differences in the resolution of the data
can be handled by storing that information in the ontol-
ogy. Such an approach departs from a pure LAV ap-
proach, as, upon request from a distributed source, the
team of experts that create and maintain the ontology
will now integrate information from that source into the
ontology, so as to improve the resolution of the answer
to the query. This is a situation where ontology merging
can be used.

Mapping Types
In the examples of this paper, which are taken from
WLIS, we represent the ontologies as trees. In the fig-
ures, the tree on the left represents the central ontology
and the tree on the right represents the local ontology.
The vertices of the trees correspond either to existing
entities in the ontology (real vertices) or to entities cre-
ated with the end of semantically grouping entities (vir-
tual vertices). The former vertices are represented using
a solid line and the latter are represented using a dashed
line. Entities corresponding to virtual vertices do not
explicitly appear in the underlying data instances and
are only added to the local ontologies for the purpose of
establishing mappings from the central ontology to the
distributed source. For each distributed source, a local
expert establishes these mappings.

In Figure 1, the codes Agriculture–Woodlands–
Forests and Agriculture–Woodlands–Non-forests in the
central ontology are respectively mapped to the land
use codes Forestry and Non-forest woodlands in the lo-
cal ontology (used by Dane County). There is no local
land use code corresponding to Agriculture–Woodlands.
To better align the local ontology with the central on-
tology, a virtual vertex is introduced corresponding to
Agriculture–Woodlands.

The codes Agriculture Woodlands–Forests, Agricul-
ture Woodlands–Non-forests, Forestry and Non-forest
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Figure 1: Real and virtual vertices.

woodlands are semantically at the same level of detail or
resolution in the two ontologies. Similarly, the two ver-
tices corresponding to Agriculture–Woodlands are also
at the same level. We say that such entities are aligned.
Initially, the information as to which entities in the dif-
ferent ontologies are aligned must be provided by the
local expert. Once two entities are known to be aligned,
the nature of the relation between them can be charac-
terized using the following mapping types: exact, the
connected vertices are semantically equivalent, approx-
imate, the connected vertices are semantically approx-
imate, null, the vertex in the central ontology does not
have a semantically related vertex in the local ontology,
superset, the vertex in the central ontology is semanti-
cally a superset of the vertex in the local ontology, and
subset, the vertex in central the ontology is semantically
a subset of the vertex in the local ontology. Technically,
an exact mapping is equivalent to both a subset and a
superset mapping. However, we will reserve the terms
subset and superset for proper inclusion and contain-
ment, respectively.

Difficulties in establishing the mappings occur in sev-
eral circumstances. For example, the semantic equiva-
lent of an entity in the central ontology could be dis-
tributed over several vertices or parts of a vertex in the
local ontology and vice versa. Therefore, a mapping
can establish the connection between vertices in their
entirety or between parts of a vertex. Another difficulty
is that entities in the central ontology may have no cor-
respondence with an entity in the local ontology and
conversely, entities in the local ontology may have no
correspondence with entities in the central ontology.

Figure 2 illustrates several mappings between ver-
tices in two ontologies for land use patterns. The ver-
tices corresponding to Industry, Mining and Manufac-
turing in the central ontology can be mapped to those
corresponding to Industrial Sector, Mining and Mfg. in
the local ontology. In the central ontology, the vertex
Plastic wares denotes entities that are made of plastic or
glass. However, in the local ontology, there is a vertex
Plastics and another vertex Rubber and Glass, which
denotes manufactured objects made of rubber or glass.

The Manufacturing and the Mfg. vertices are aligned.
Similarly, the two Mining vertices are also aligned.
Manufacturing is semantically equivalent to Mfg., as
both denote a collection of industries producing plas-
tics, glass, and rubber products. Hence, this mapping is

of type exact as denoted in the mapping from the Man-
ufacturing vertex to the Mfg. vertex. Plastic wares is
semantically a superset of the Plastics vertex and Rub-
ber is semantically a subset of the Rubber and Glass
vertex.

Currently, the local expert establishes the mappings
manually with the user interface shown in Figure 3. The
central ontology and the local ontology are shown in the
top left and right panes respectively. The current set of
mappings is shown in the bottom pane and helps the
user in keeping track of entities that have already been
mapped and of those which are yet to be mapped. The
mapping options are shown in the center of the appli-
cation window and can be chosen while specifying the
mappings.

The user selects an entity or a collection of entities in
the central ontology, the equivalent entity or collection
of entities in the local ontology, and one of the possible
mapping options and then asks the system to update the
mappings. As the user specifies mappings for the enti-
ties in the central ontology, the current set of mappings
displayed in the bottom pane is updated to reflect the
changes. The user can change the mapping of an entity
in the ontology by selecting it and the equivalent entity
or entities in the local ontology and then specifying the
new mapping option. Once all the entities in the ontol-
ogy have been mapped, the user asks the system to cre-
ate the agreement file, which is an XML document that
contains all the mappings (Cruz & Rajendran 2003).

Figure 3: User interface for establishing the mappings.

Semi-automatic Alignment
The mappings that we define can be integrated in a
semi-automatic alignment methodology to simplify the
task of aligning ontologies. The user initially identi-
fies the hierarchy levels that are aligned in the two on-
tologies. Then the alignment component propagates.
When ambiguities or inconsistencies are encountered,
or the algorithm can not propagate values any further,
those vertices are singled out. As in other approaches,
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Figure 2: Mapping types.

the user can then manually assist the algorithm by
mapping entities manually (McGuinness et al. 2000;
Noy & Musen 2000).

In Figure 4, vertices b and c in the central ontology
are mapped using mapping types exact and superset to
vertices e and f in the local ontology. The mapping type
between their parents a and d can be deduced to be su-
perset based on the mapping between the children, be-
cause we consider that the semantic content of the par-
ent is the generalization of the semantic contents of its
children. For all the children of d there is a child of a
that has been mapped to it. This is the Fully Mapped
(FM) case.

a

b c

d

f e

Superset

Exact

Superset

Figure 4: Fully mapped deduction operation.

The Partially Mapped (PM) case occurs if there are
some children in the local ontology to which no children
in the central ontology have been mapped. For example,
in Figure 5, vertices b and c in the central ontology are
mapped to vertices e and f using mapping type exact.
But vertex g has no corresponding vertices in the central
ontology. As a result, vertex a is mapped to vertex d
using a mapping of type subset.

Table 2 lists the different possible combinations of
vertex mappings and the resulting mappings for their
parents. The Fully Mapped (FM) and Partially Mapped
(PM) cases are shown respectively in columns 3 and
4 of the table. A User-defined entry in the table (ab-
breviated to User-def ) indicates that the parent’s map-
ping type cannot be automatically deduced and the user

a

b c

d

f e

Subset

Exact
g

Exact

Figure 5: Partially mapped deduction operation.

has to provide the appropriate mapping type manually.
These deduction operations can easily scale up to in-
clude the cases where a vertex has more than two chil-
dren. They will be performed recursively, starting from
the vertices that are aligned and traveling up the central
ontological tree, to deduce the mapping types between
the central ontology and the local ontologies. As pre-
viously mentioned, all combination results can be over-
ridden by the user to accommodate intricate cases.

For example, Figure 2 illustrates a challenge to the
full automation of the alignment process using the de-
duction operations. The mappings from the children of
Manufacturing to the children of Mfg. are of types sub-
set (Rubber entities are a subset of the entities that be-
long to Rubber and Glass) and superset (Plastic wares
contain entities that are made of plastic or glass, there-
fore being a superset of the entities that belong to Plas-
tics). Therefore, according to Table 2, user intervention
is required. Ideally, one would want the propagation
process to recognize that the union of the children of
Manufacturing and the union of the children of Mfg.
represent the same type of manufactured objects, thus
leading to an exact mapping between those two entities.
This example shows the need for extending our current
framework.
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Child 1 Child 2 FM PM
Exact Exact Exact Subset
Exact Approx Approx Subset
Exact Superset Superset User-def
Exact Subset Subset Subset
Exact Null Superset User-def
Approx Approx Approx Subset
Approx Superset Superset User-def
Approx Subset Subset Subset
Approx Null Superset User-def
Superset Superset Superset User-def
Superset Subset User-def User-def
Superset Null Superset User-def
Subset Subset Subset User-def
Subset Null User-def User-def
Null Null User-def User-def

Table 2: Automatic mapping deduction operations.

Ontology Merging
Each local ontology might have a different organiza-
tion of the entities based on the primary function of the
agency maintaining it. For example, a county in which
agriculture is the main occupation may have more cat-
egories of agricultural land usage than the central on-
tology. When such a local ontology is aligned to the
central ontology, there might be several places where
the mapping type is null, whereas there are vertices in
the local ontology to which no vertices in the central on-
tology have mapped. This can indicate that a particular
criterion of classification is missing in the central ontol-
ogy thus leading to loss of resolution of the data when
local ontologies using that classification technique are
aligned. In such cases, the expert in charge of maintain-
ing the central ontology can add the missing classifica-
tion. This can be viewed as merging entities from local
ontologies into the central ontology.

Commerce

Sales Service

Commercial Sector

Non-intensive Intensive

Approximate

NullNull

Figure 6: Ontology alignment before the deduction pro-
cess.

For example, in the central ontology of Figure 6,
commercial land usage is classified as Sales and Service
(based on the primary function of the commercial estab-
lishment). In the local ontology, commercial land usage
is sub-classified as Commercial Intensive and Commer-
cial non-intensive (based on the size of the operations).
The two parent vertices are considered aligned, because
they have similar resolution. As shown in Figure 6, ver-
tices Sales and Service cannot be mapped to any of the

vertices in the local ontology and hence have their map-
ping type as null. Therefore, the mapping type between
Commerce and Commercial Sector cannot be automat-
ically deduced and is specified as approximate by the
user.

The classification of commercial land usage, based
on the scale of operations, is missing from the central
ontology and could be introduced to better align lo-
cal ontologies that use that classification scheme. The
alignment of the ontologies after the additional level of
classification is introduced is shown in Figure 7. No-
tice that here the mapping superset from Commerce to
Commercial Sector was correctly deduced using the au-
tomatic method, therefore illustrating one of the possi-
ble ways in which our approach could be used to assist
in the merging of ontologies or to measure the adequacy
of the merging.

Future Work
Clearly, there are several issues that still need to be in-
vestigated, pertaining to the modeling and implementa-
tion of the alignment process. While our types of map-
pings appear to be “adequate” to express the mappings
in our current application, we would like to character-
ize the notion of adequacy for such mappings, espe-
cially as integrated with the alignment process. Also,
we have made some simplifying assumptions concern-
ing the alignment process. For example, we did not take
into account inversions in the order of the ontologies
(called “bowties”) (Hovy 1998).

Our assumptions may or may not hold in other ap-
plications or for other types of ontologies. An inter-
esting question is whether our approach will work well
for ontologies that are very dissimilar. Also, the fact
that currently the global ontology is a tree without at-
tributes, simplifies the implementation of the mappings.
However, more powerful methods (albeit computation-
ally less efficient), such as those used in (McGuinness
et al. 2000), are currently not possible.

We have identified automatic mapping deduction op-
erations but need to further explore an algorithm that
incorporates such automatic steps and takes into con-
sideration the intricacies we have exemplified. The
integration of our mappings into the querying pro-
cess, extending our previous results (Cruz et al. 2002;
Cruz & Rajendran 2003) will need to be investigated.

Finally, our focus has been on integrating data from a
single theme, specifically the theme of land use within
the geospatial domain. Further research efforts will
concentrate on providing mechanisms for integrating
data from multiple themes and therefore using multiple
central ontologies.
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