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Introduction 
Ontologies have often been proposed as a 
solution to the semantic integration problem, 
relying on the premise that a clear, high-quality 
ontology can act as an interlingua in which 
mappings between systems can unambiguously 
be expressed [Smith and Welty, 2001].  While 
this approach has not been realized in practice, 
one recent development in ontology research has 
been the specification of a formal methodology 
for ontological analysis, OntoClean [Guarino and 
Welty, 2002], that addresses the problem of 
defining just what "high quality" is for 
ontologies.  Following this definition and 
approach, a high quality foundational ontology, 
Dolce, is being developed [Gangemi, et al, 2002].   
While OntoClean appears to be a widely 
accepted analysis tool in the scientific 
community, there is still only a little evidence 
that it can have impact on semantic integration∗.  
In fact, there appears to be a significant obstacle 
in understanding the methodology, and even 
without this "learning curve", significant manual 
effort must be expended to employ the 
methodology to develop actual "clean" 
ontologies.  Finally, there has been no clear 
argument that such an expenditure will pay for 
itself in the long run.  Indeed, "Why does it 
matter?" has been the most frequent criticism of 
the OntoClean approach. 
We report here some preliminary results from a 
series of experiments using a knowledge-based 
search system to test the impact of improving the 
quality of ontologies on system performance.  
The use of search as a test system provides a 
well understood framework for empirical 
evaluation, and gives an excellent opportunity to 
address the, "Why does it matter?" question. 

                                                 
∗ OntologyWorks, a small company providing 
database integration services, has a proprietary 
analysis tool based on OntoClean 
(www.ontogyworks.com). 

Background 
The field of ontology has been sorely lacking in 
formal empirical analysis in general, however 
there have been numerous evaluations of the 
impact of structured knowledge (loosely 
construed as ontologies) on IR and search 
systems in general. 
Most closely related to this work is the work of 
Clark, et al, at Boeing [2000], in which a search 
system was enhanced by employing an ontology-
like artifact (a thesaurus of terms with more 
meaningful structure than a flat list of keywords).  
This work showed that precision and recall 
performance of a retrieval system can be 
significantly increased by adding this kind of 
information.  It is important to note that while 
Clarke, et al, did discuss a process for improving 
the quality of the ontology; they did not formally 
evaluate the impact of the improvement.  
Furthermore, the AskJeeves corporation 
Enterprise solutions (www.jeevessolutions.com) 
has based their business on providing domain-
specific knowledge-enhanced search, and have 
been turning a profit since 1Q 2002 [Ulicny, 
2003]. 
Similar evaluations of the impact of ontologies 
on search-based systems have been done in the 
question-answering community.  Moldovan and 
Mihalcea [2000] use a significantly enhanced 
version of WordNet to drastically improve 
question answering performance, and other 
groups including Woods, et al [2000], Hovy et al 
[2001], and Prager, et al [2001], have reported 
similar results.  Again, as with the Boeing work, 
these groups report positively on the impact of 
adding an ontology to a search system, but make 
no attempt to determine whether good quality 
ontology would improve performance more.  In 
fact, within the IR and QA communities, 
WordNet is the most common ontology-like 
artifact to employ, and previous work has shown 
that WordNet viewed as an ontology is not 
particularly of high quality [Oltramari, et al, 
2002]. 

http://www.jeevessolutions.com/
http://www.informatik.uni-trier.de/~ley/db/indices/a-tree/m/Mihalcea:Rada.html


System Overview 
The RISQUE system is an evolution of the 
system reported in [Chu-Carroll, et al, 2002].  
This system provides a natural-language front 
end to a conventional search engine, but uses 
clues in the natural language question, a 
knowledge-base of industry terms, and 
knowledge of the web site structure (see below) 
to construct an advanced search query using the 
full expressiveness of the search engine.  This 
search is limited to a corporate web site, in this 
case our knowledge is of the ibm.com buy and 
support pages for the ThinkPad™ and 
NetVista™ product lines. 
The main components of Risque are a parser, the 
terminology, rules for question types, a hub page 
finder, a query relaxer, and the search engine. 
The parser is a slot-grammar parser [McCord, 
1980] that must be seeded with multi-word 
industry specific terms, so that e.g. "disk drive" 
will be parsed as a compound noun, rather than a 
head noun with a pre-modifier.  These terms 
come from the knowledge-base.   From the 
grammatical structure of the question, we extract 
the primary verb phrase and the noun phrases. 
The verb phrase information is the main 
evidence used to fire rules for recognizing 
question types, which themselves depend on the 
web site structure.  The ibm.com web site, like 
many enterprise sites, is divided into a section 
for support and a section for sales.  This gives 
Risque its two most basic question types, "buy" 
and "support". 
The hub-page finder is a system of declarative 
rules that takes the noun phrases from the 
question and determines whether they 
correspond to products listed in the terminology, 
and if so finds the most appropriate "hub page" 
or "comparison page" for that product.  For 
example, many questions about IBM Thinkpads 
can be answered with information on the 
"ThinkPad home page" on the IBM site.  
Directing users to these key pages is often the 
quickest path to an answer.  Hub and comparison 
pages are described in the next section.  The 
rules are broken into two parts, one set is derived 
directly from the knowledge base and includes 
moreImportantThan relationships and the 
taxonomy; the second includes rules expressing 
the relationships between linguistically-derived 
information and the hub pages.  For example, if 
the question contains a superlative, as in "What 
is the fastest Thinkpad?", the rules indicate that 

the Thinkpad comparison page should be 
returned. 
The system generates complex queries using 
knowledge of web site structure.  The query may 
include URL restrictions, such as "only consider 
pages with 'support' in the URL for support 
questions", or "exclude pages with 
research.ibm.com in the URL for buy questions".  
The query will also make use of boolean 
connectives, disjunction to support synonym 
expansion, and conjunction of noun phrase terms.  
If this query does not return enough hits, the 
query relaxer will relax the query according to a 
number of heuristics, such as dropping the least 
important noun phrase.  Knowledge of which 
terms are more important than others, based on 
manual analysis of the web site, is included in 
the knowledge-base. 
The Risque system was tested and trained with a 
set of questions made up by team members.  
Later, it was evaluated with a set of questions 
made up by a domain expert from outside the 
group.  The latter can be considered a fairly 
important element for evaluation, as it led us to 
the notion of an expansion, discussed below. 

Role of Ontology 
The central terminology of Risque is an 
ontology-like knowledge base of industry terms 
arranged in taxonomy according to specificity.  
In addition to the taxonomy, the knowledge base 
includes important information used by the 
system: 
Hub page: Most terms at the top level have a 
corresponding "hub page" – a page that gives a 
general description of the things in that category.  
For example, there is a hub page for IBM 
Thinkpads, and also a hub page for IBM T-
Series Thinkpads.  The ibm.com website, along 
with most e-commerce websites, are designed to 
pack a lot of information in these particular 
pages, with links to as much information as the 
designers can imagine might be relevant to 
someone seeking support or seeking to purchase. 
The taxonomy is used to associate terms with the 
most specific hub page that is relevant.  For 
example, if we know that a "ThinkPad A21" is a 
"ThinkPad A-Series Model", and the former has 
no hub page, then we infer it to be the latter's hub 
page.  Furthermore, the hub page for all 
Thinkpads, would not be.  
Comparison Page: Many e-commerce web sites 
including IBM's provide the ability to compare 
two or more similar products.  Our knowledge-
base stores information on how to find or 



generate comparison pages for products.  These 
pages will be displayed for questions like, "What 
is the fastest A-Series ThinkPad?"  Similar to 
hub pages, the taxonomy is used to associate 
terms with the most specific common comparison 
page.   
Synonyms: Synonyms account for simple 
variations on spelling, acronyms, abbreviations, 
etc., as well as traditional synonyms.  This 
information is used to find the term being 
referenced in a question, as well as in query 
expansion.  The use of synonyms in query 
expansion made the notion of an expansion (see 
below) more important. 
MoreImportantThan: e-Commerce websites 
have an organization that is important to capture 
in interpreting questions.  For example, IBM's 
web site is organized such that add-on accessory 
pages list which models they are compatible with, 
but computer pages do not list which accessories 
are compatible with them.  This knowledge is 
explicit and intentional for the website 
maintainers, but is not necessarily obvious to a 
customer browsing the site for the first time. 
Thus, when an accessory and a computer are 
mentioned in the same question, such as, "What 
CD drive goes with my ThinkPad T23?" we 
consider the CD drive to be the more important 
term in the question. The more important term in 
the question will have its hub page returned in a 
higher position, and the less important term may, 
in some circumstances, not have its hub page 
appear at all.  In addition, the less important term 
will be dropped first during query relaxation.  
The MoreImportantThan relation is considered 
to be transitive, and is also inherited down the 
taxonomy.  Thus we only represent in the 
knowledge-base that accessories are 
moreImportantThan computers, and from this we 
infer that CD drive is moreImportantThan 
ThinkPad T23. 
Expansions: An interesting situation that we had 
to account for in dealing with questions 
generated by a domain expert was that often 
people are confused about what industry terms 
mean.  For example, many people think "SCSI" 
is a kind of disk drive, when in fact is it a type of 
communications bus.  These types of errors do 
not appear in the web pages, thus making SCSI a 
simple synonym of "disk drive" would not be 
productive – synonyms are used in query 
expansion and therefore searches for disk drives 
would turn up communication bus technology 
pages.  To solve this, the expansion relation 
between terms is treated as an asymmetric 

synonym.  When "SCSI" appears in a query, it 
will be considered a synonym of disk-drive, 
however when disk-drive appears in a query, it 
will not be considered a synonym of "SCSI".   

Clean-up Process 
The original Risque system terminology, Quilt, 
was developed by domain experts with no 
experience with or knowledge of ontology 
engineering methods, and contained on the order 
of 3K synsets and 4.6K terms.  We improved this 
terminology in a number of ways: 
1) Developed a "backbone taxonomy" of terms  
2) Analyzed terms and their position in the 

hierarchy.  
3) Organized terms more logically 
4) Ensured every term was grounded in the top 

level 
5) Ensured terminology was logically 

consistent 
We used three tools in performing this cleanup: 
The OntoClean methodology was used in 
analysis, and helped with #1-3; an ontology 
editor was used to view the taxonomy, this was 
critical in #2-4; a reasoner was used to ensure 
consistency and coverage of the 
MoreImportantThan relation. 
The analysis and cleanup took on the order of 
one person-week, and resulted 3K synsets and 
10.8K terms.  This was largely due to the 
discovery of inconsistent, meaningless, 
redundant and disconnected terms in the original 
ontology, and a more consistent expansion of 
regular synonym patterns (such as T21, 
ThinkPad 21). 

Experimental Setup 
Although the main goal of the Risque system 
was to show an improvement over traditional 
web search, the particular experiment described 
in this paper was to isolate the process of 
improving the quality of the terminology using 
ontology-based analysis tools.  The Risque 
system architecture treats the terminology as a 
pluggable module, which allowed us to isolate 
this particular change while holding all other 
aspects of the system constant.  We then 
concentrated on how to compare a poorly 
structured terminology with a cleaned one. 
After the cleanup was complete, we performed 
four evaluations as follows: 

baseline: basic search over the IBM web 
pages using a traditional search 
engine 



quilt: The full Risque system with the 
original Quilt terminology 
clean: The full Risque system with the 
cleaned terminology 
google: basic search using Google restricted 
to the ibm.com web pages 

The evaluation was performed on 127 natural 
language questions about IBM products 
collected from a web site expert and hand-
generated variations for broader domain 
coverage to meet a particular internal 
commitment.  The experiments were run against 
the live ibm.com website, over which we had no 
control.  As a result, we ran the experiments in 
parallel, with each question running through all 
four systems at the same time, in order to prevent 
changes in the web site from impacting 
performance of one system in isolation. 
The google and baseline queries were formulated 
manually from a conjunction of all the words in 
the noun phrases from the natural language 
question. The answer to a question was 
considered correct if one of the pages in the top 
ten returned by the search contained an answer to 
the question – i.e. the answer is a single click 
(and some reading) away.  For comparison 
questions, e.g. "What is the fastest desktop?", or 
"What is the lightest ThinkPad?” the answers 
were considered correct if the comparison page 
selected by Risque contained the relevant data 
for each type of computer, e.g. the processor 
speed of each desktop model, or the weight of 
each ThinkPad model. 

Results and Analysis 
Our results are shown in Table 1.  These results 
are still preliminary, and we intend to also 
perform a recall measurement.  Each experiment 
lists the number correct (of 127) and the percent. 

 
# 

correct % correct 
% improvement 

Base 46 36%  

Quilt 77 61% 67% 

Clean 
92 72% 

over baseline: 100% 
over Quilt: 19% 

Google 43 33% -6% 

First of all, our results confirm the overwhelming 
evidence to date that ontologies can significantly 
improve search results.  In this case we see a 
relative improvement of 67% over the baseline 
search even with a poorly constructed ontology.  
This result appears to come from the correct 
identification of industry terms for the parser 
(which is not dependant on ontology structure), 

and the association of more common industry 
terms with the proper hub pages.  Again, as 
discussed above, hub pages on the ibm.com web 
site are designed to contain a lot of information. 
Most notably, our results show a clear 
improvement of the search results when using 
the higher quality "cleaned" terminology, which 
doubles the performance of the baseline search 
and shows a 19% relative improvement over the 
original terminology. While the improved 
terminology contained more actual words, this 
expansion did not in itself account for the 
increase in precision.  Prima facie most correct 
answers come from hub and comparison pages, 
so the fact that terms are more consistently 
connected through the taxonomy with these 
pages in the cleaned terminology was the major 
reason the cleanup improved precision. Another 
important factor was the proper derivation of the 
moreImportantThan relation between terms, 
which was incorrect in a number of cases in the 
original search because of missing links in the 
taxonomy.   
The heavy reliance of our system on "hub pages" 
for correct answers would seem to indicate that 
link analysis, or a similar technique that ranks 
highly connected pages over less connected ones, 
would improve search considerably given the 
large number of incoming and outgoing links on 
these pages.  If effective, such a technique would 
clearly be preferable over a knowledge-base, 
since it requires significantly less manual effort 
to maintain.  This led us to perform an 
experiment using the Google™ search engine 
restricted to the ibm.com website.  We were very 
surprised to find that this experiment was the 
worst performer of all, although the difference 
from baseline was not significant.  Again, these 
results are preliminary, but we believe one 
important difference between the knowledge-
based search and one based on link analysis is 
knowledge of the structure of the website, as 
reflected e.g. in the moreImportantThan relation.  
As discussed above, one of the things captured in 
the relation is the fact that information about 
compatibility is located on accessory pages, not 
the computer pages.  Thus the highly-connected 
ThinkPad hub pages receive high scores from 
Google™ for questions like, "What modem goes 
with my ThinkPad t30?", but they do not contain 
an answer to the question - knowledge trumps 
statistics. 
The main flaw in the evaluation was that the 
questions, though generated externally from the 



Risque group, came from a domain expert and 
not from actual users.  

Conclusion 
We described a system for Knowledge-Based 
Natural Language Search called Risque, and 
focused on the knowledge-based components 
and their role in the system.  We performed a 
controlled experiment to compare the precision 
of the search system with an unprincipled 
ontology to the same system with a principled 
ontology.  Our results showed an 19% relative 
improvement in precision (from 61% to 72%) 
with no other changes in the system other than 
applying the OntoClean methodology to 
analyzing the ontology and cleaning it. 
Though these results are still preliminary and 
undergoing more thorough analysis, we have 
shown evidence that improving the quality of an 
ontology does improve the performance of an 
ontology-based search. It stands to reason that 
any system that has a significant ontology 
component would benefit from improving the 
ontology portion.   
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