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Abstract. Although event models and corresponding RDF vocabularies are be-
coming available, the collection of events still requires an initial manual encoding
to produce the data. In this paper, we describe a system based on semantic parsing
(SRL) to collect automatically events from text and convert them into the LODE
model. Furthermore, the system automatically links extracted event properties to
the external resources DBpedia and GeoNames. We applied our system to 10% of
the English Wikipedia and we evaluated its performance. We managed to extract
27,500 high-confidence event instances. Although SRL is not an error-free tech-
nique, we show that it is an effective tool, as the definition of the arguments (or
roles) used in our analysis and the event properties are, most of the time, nearly
identical. We evaluated the results on a randomly selected sample of 100 events
and we report F-measures of up to 73. The extracted events are available online
from a SPARQL endpoint'.

1 Introduction

Event models, such as EVENT? [1], LODE? [2], and SEM* [3], share common fea-
tures to represent the agents, time, and place involved in an event. Such models are
interesting because they attempt to reconcile disparate theories and standardize their
representations using RDF vocabularies; for a review and a discussion, see [3]. Ideally,
they should enable a variety of providers to publish any kind of events in distributed
repositories, where clients would gain a uniform access to data. Applications could then
embed more easily event-related information and processing. However, actual mentions
of events in source materials, such as history books, newspapers, encyclopedia, etc.,
rarely comply with such representations. Before we can get access to wide-coverage
and standardized event repositories, we need to find ways to automate their collection —
i.e. their detection and extraction — as well as the identification of their properties from
these source materials.

Event calendars available from websites such as Last.fm, upcoming.yahoo.com, and
eventful.com, are accessible through application programming interfaces (API). These
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calendars provide events in a structured format in which the majority of the event prop-
erties, such as time and place, has already been extracted. Transforming these calendar
data to a given event model can be done through the mapping of their format to the
properties of the selected model as in [4]. Extracting events from natural language, as
found on blogs and ordinary web pages, poses a greater challenge since the events are
inherently unstructured.

In this paper, we introduce a system to extract events automatically from natural
language using semantic parsing. We built a processing pipeline that takes raw text as
input and extracts predicate—argument structures from the sentences. We used a seman-
tic role labeler (SRL) to identify the predicates together with their core arguments or
roles, such as the agent or the theme, in the sentences. The predicate arguments also
include modifiers, such as temporal, locational, and manner adjuncts.

Semantic role labeling [5] is a generic technique to parse predicate—argument struc-
tures, where most of the semantic role labelers for English use statistical models trained
on either Framenet [6] or Propbank [7]. Although they can reach acceptable levels of
performance in terms accuracy [8, 9], semantic role labelers are often too slow to be
applied to large corpora as is, or lack specificity to be used in dedicated information
extraction tasks. In the context of SRL, the extracted predicate—argument structures are
often called propositions. We will use this term in the rest of the paper.

To gather a significant set of events, we used the English Wikipedia® as the source
material. In addition to being sizable and easy to access, Wikipedia has a large coverage
of historical and cultural events that, we believe, cannot be matched by other corpora.
To cope with the size of this corpus, we extended the core SRL system with a database
to store the propositions and backlinks to their location in the source text. Conceptually,
the extraction of events comprises four main stages:

1. Semantic parsing of Wikipedia (SRL);

2. Event selection: argument identification and property extraction;

3. Disambiguation and linking of the time and location phrases to external resources;
4. Mapping of the predicate—argument structures onto an event model.

We evaluated the performance of our system to identify and extract events. We show
that SRL is an effective tool, as the definition of the Propbank arguments (or roles) used
in our analysis and the event properties as described in the event models are, most of
the time, nearly identical.

2 System Architecture

The architecture of our event extraction system is a pipeline of components. It consists
of four main modules (Figure 1):

1. The parsing module, Athena, is a framework for large-scale parsing of text written
in natural language;

2. The argument identification module that associates the predicate—argument struc-
tures extracted by the first module and relates them to a restricted set of VerbNet
roles;
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3. The property extraction and linking module that associates agent, time, and location
phrases to GeoNames and DBpedia entries;
4. The conversion module that maps the structures to the LODE event model.

Event Selection & Property Extraction

Argument Identification Named Entity Wikipage
Recognizer Analyzer

Semantic LODE

Wikipedia 5 —> PropBank —> Events

Articles Parsing

DBpedia Geonames

Fig. 1. Overview of the event extraction pipeline.

3 Semantic Representation of Sentences

Semantic Roles and Event Models. There are many linguistic theories on the seman-
tic representation of sentences. Frame semantics [10] is one of the most productive that
assumes that the meaning of a sentence is represented by a set of predicates and ar-
guments. Framenet [6] and Propbank [7] are two projects that applied this theory to
annotate corpora, respectively the British National Corpus and the Wall Street Journal
with their predicate-argument structures. Predicates can have different senses, where
each sense is associated with a specific set of arguments.

The argument annotation goes beyond the traditional subject and object and in-
cludes modifiers of the predicate, such as the temporal, locational, and manner adjuncts.
These modifiers are crucial in the extraction of events since all the event models contain
properties to hold the time and the place.

Figure 2 shows the predicate and the arguments contained in the sentence In 1953,
John Desmond opened the first architectural firm in Hammond. annotated using the
Propbank style. The predicate open.0I uses the suffix 01 to denote its sense that cor-
responds to open. This differs from open.02, which means to begin. The AO argument,
John Desmond and the Al argument, the first architectural firm, have the meanings
opener and thing opening respectively for this predicate sense. The phrases in Ham-
mond and In 1953 correspond to locational and temporal modifiers, AM-LOC and AM-
TMP, respectively. An ideal mapping would assign the core arguments AO and A1l as
well as the modifiers AM-LOC and AM-TMP to the agent, time, and place properties of
an event model. In addition, proper nouns can be extracted, disambiguated, and linked
to external resources.

The LODE Event Model. We chose the LODE event model to represent our extracted
events because LODE is independent of the event domain, does not force aspect or
agentivity, and makes a distinction between a named place and a geospatial space. We



(A) “In 1953, John Desmond opened the first architectural firm in Hammond.”

(B) “In 1953, John Desmond opened the first architectural firm in Hammond.”
AM-TMP A0 Al AM-LOC

Predicate: open.01
Roles:
AO: opener
Al: thing opening
A2:instrument
A3: benefactive

!

(€ @prefix lode: <http://linkedevents.org/ontology/> .

natlang:John_Desmond_opened
alode:Event ;
lode:involvedAgent dbpedia:John_Desmond ;
lode:atTime [a time:DateTimelnterval ;
time:hasDateTimeDescription
[time:unitType time:unitYear ;
time:year "1953"Adatatype:gYear;]1];
lode:atPlace
# geonames: 7169567 is City of Hammond
<http://sws.geonames.org/7169567/>;
propbank:predicate  "open.01".

Fig. 2. (A) The starting sentence. (B) The sentence after parsing with SRL. (C) An ideal conver-
sion to the LODE event model.

believe these features necessary for representing the wide diversity of the events found
in Wikipedia. Compared to SEM, it is a minimal model that fits generally well with
the conceptual nature of information contained in natural language sentences. Figure 2
shows an example of an ideal transformation of a predicate—argument structure to the
LODE event model.

Semantic Parsing. As core parser, our system uses a high-performance multilingual
semantic role labeler that obtained top scores in the CONLL-2009 shared task [9].

Even if SRL has made significant progress during the last ten years, it is still prone
to errors especially with phrases involving proper nouns and adjuncts. This makes it
more difficult to apply it to event extraction as events contain inherently more proper
nouns than other sentences, both in the description of the event and the place. In ad-
dition, proper nouns like Research in Motion may contain words where the parser can
misclassify a word as a verb, here Research, and then lead to a wrong predicate extrac-
tion. Furthermore, time expressions and time intervals are still not perfectly identified.
Although predicate—argument extractions are not done with 100% accuracy, we still
believe that SRL can be a very useful tool for event extraction and we also propose
workarounds to increase the quality of the extractions.



4 Athena

Athena is a parsing framework intended to cope with large-scale multilingual informa-
tion extraction. It consists of several components that fill a specific task in reading the
Wikipedia text including both the English and Chinese versions, extracting, analyzing,
and transforming knowledge. By using trained parsing models, the framework can be
adapted to new languages without the need of reworking the extraction algorithms or
patterns.

Athena reads articles from a Wikipedia database, filters, parses, and then stores
the data in a semantically annotated structure. The task of parsing the entire database
is parallelized using scripts, which subdivide a range of articles and launch parsing
jobs applied to smaller ranges. Athena builds the proposition database by gathering
the multiple small databases created during parsing and assembles them into one large
database. With the use of a statistics module, the proposition database can be queried to
provide statistics such as the number of and redundancy of propositions.

In our experiments, we used a subset of 10% of the English edition of Wikipedia
consisting of 378,453 articles. We extracted all the sentences of all the articles and we
parsed them. It resulted into 13,428,114 sentences and 53,694,899 propositions. We
believe this size to be large enough to provide a significant number of propositions and
events and at the same time enable us to carry out a sequence of try-and-fail experiments
with an acceptable cycle time.

Mapping Predicates onto Events. Although predicates and events, such as in Prob-
bank and LODE, have a similar structure, they are not identical. A major difference
is that a set of arguments in Propbank is specific to one predicate sense, for instance
the arguments of open.01 are A0, opener, Al: thing opening, A2: instrument, and A3:
benefactive, while LODE has only two universal properties, involved and involvedA-
gent, that correspond to these Propbank’s core arguments. To cope with Propbank’s
diversity, a converter is necessary to map the predicate—argument structures onto the
selected event model. [11] is an example of this that uses hand-generated rules or rules
induced from manually-filled event templettes.

Instead of using rules that in any case would require significant manual work, we
took advantage of the links between Propbank and VerbNet and we implemented a map-
ping module based on it. VerbNet [12] is a lexicon that builds on Levin’s classification
of English verbs [13]. Verb classes are described using a limited set of 23 roles used
across all the lexicon and where each predicate role is constrained using selectional re-
strictions such as animate, comestible, etc. Although not complete, 11,500 arguments in
Propbank have a correspondence with VerbNet thematic roles, making the conversion
possible.

S Selecting Event Propositions

We built our event set from the complete proposition output produced from Wikipedia.
We considered that a proposition could fit an event if it contained a date, a place, and an
agent. For a discussion on the aspects of event classification, see [14]. We used the links



associating the Propbank arguments to the VerbNet thematic roles and we extracted
the propositions whose arguments matched a time, a place, and agents in the VerbNet
structure. We used the following rules:

— We identified an agent from a Propbank argument when it could be associated with
one the following VerbNet thematic roles: Actor, Agent, Beneficiary, Experiencer,
Recipient, and Theme. If no such roles were found, we selected the AQ argument as
default.

— Similarly, we identified the places using the Location and Source VerbNet thematic
roles. We also included the AM-LOC modifier.

— We could not find arguments in PropBank linked to the Time VerbNet thematic role.
We therefore selected the arguments containing dates and times using the AM-TMP
modifier.

These events were further filtered by selecting propositions having at least one ex-
tracted time, place, and agent property. Using a quick manual examination, we could
observe that this very simple filtering enabled us to discard a large set of less reliable
propositions.

6 Converting Propositions to Event Models

Following the argument identification, we extracted entities corresponding to the LODE
ontology properties using regular expressions, a local subset of the DBpedia database

[15], and the GeoNames web service®.

Aspectual Verbs. We grouped pairs of predicates that begins with an aspectual verb,
such as in began working or stopped singing. This grouping was performed when the
second predicate together with all of its arguments formed a subset of the arguments
of the first predicate. Figure 3 shows an example of it, where the arguments of the
predicate work.0l form a subset of the arguments of the predicate begin.0I. Thus, the
two predicates are grouped to form the event, began working.

In ‘ the | late | 1990s | NASA ‘ and ‘ Google | began | working 4 network | protocel
begin 01 AM-LOC A0
work 01 AD

protocol.01

Fig. 3. Parsing output showing an example of a sentence, where we group two predicates: In the
late 1990s NASA and Google began working on a new network protocol. The semantic parser is
accessible from http://barbar.cs.1th.se:8081/.

Single predicates and predicate groups are assigned to the propbank RDF property.
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Converting Involved Agents. When possible, we linked the LODE arguments to DB-
pedia entries. This enabled us to integrate the data we produce with other types of
structured information extracted from Wikipedia and from other sources. Eventually,
this should improve interoperability of data sources and make it easier to build compre-
hensive applications.

To detect the entries, we applied a named entity tagger’ [16] to the arguments ex-
tracted from the VerbNet thematic roles. We then selected entities representing orga-
nizations and persons as agent candidates. We used a subset of the DBpedia database
containing infobox types, Wikipedia redirects, and Wikipedia page links to carry out
the final name disambiguation.

Candidates are disambiguated and linked to their corresponding DBpedia entry by
one of the following rules in this order:

1. When an infobox type matches the candidate phrase, we use this type. For instance
the phrase United Nations is resolved directly to the DBpedia resource <http:
//dbpedia.org/resource/United_Nations>;

2. When a redirection is found for the candidate phrase, we use this redirection. As an
example, the phrase United States Supreme Court is resolved to the DBpedia re-
source <http://dbpedia.org/resource/Supreme_Court_of_the_United_
States> by using DBpedia page redirects;

3. When outgoing DBpedia resources from the originating Wikipedia article contain
the candidate phrase, we use the most frequent resource. For example, if we wish
to resolve the word Loren in the Wikipedia article http://en.wikipedia.org/
wiki/Carlo_Ponti to a DBpedia resource, we start from the originating arti-
cle and consider only outgoing DBpedia resources that contain the sought phrase.
We find that the DBpedia resource, <http://dbpedia.org/resource/Sophia_
Loren>, is mentioned three times in the article and we select this as the resolved
resource for the word Loren;

4. When labels of outgoing Wikipedia links from the originating Wikipedia article
also contain the candidate phrase, the corresponding targets are selected and re-
solved using the rules above. In this case, the outgoing DBpedia resources do not
contain the candidate phrase and the labels of the outgoing Wikipedia links are
searched instead. Using this technique, Edith Somerville is resolved to the DB-
pedia resource <http://dbpedia.org/resource/Edith_Anna_Somerville>
in the Wikipedia article http://en.wikipedia.org/wiki/Violet_Florence_
Martin,

5. When the title of the originating Wikipedia article contains the candidate phrase,
it is selected and resolved using the rules above. For instance, Weis is resolved
to the DBpedia resource <http://dbpedia.org/resource/Weis_Markets> in
the Wikipedia article http://en.wikipedia.org/wiki/Weis_Markets.

If a DBpedia entry is found, it is assigned the involvedAgent property in the LODE
model.
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Converting Place and Space. Similarly to the extraction of the involved agents, we
identify arguments corresponding to the VerbNet thematic roles associated with loca-
tions. Following named entity extraction, entities representing locations are queried us-
ing the GeoNames web service. The first matching result is selected and the GeoNames
identifier is assigned to the atPlace property. Entities representing organizations are
identified and linked to DBpedia entries by using the methods 1 to 3 described in Sec-
tion Converting Involved Agents.

Converting Time. The conversion to the LODE atTime property is carried out in 3
steps: We first identify the arguments containing date and time phrases; We then ex-
tract the time entities from the arguments using the named entity tagger; And we finally
convert the time entities to the OWL DateTimelInterval format using of common date
format patterns. In addition, we discard time phrases without an anchoring date expres-
sion, such as Three days ago. Our extraction module identifies the first occurring date
expression and assigns it to the atTime event property.

Storing Events. The extracted events are saved to files in the Notation 3 format. The
file names contain the Wikipedia article title, followed by the absolute line number of
the sentence from which the event was extracted. This structure enables the backlinking
from the event to the originating source material.

7 Experimental Results

In our evaluation, we sought to answer the questions: How much of the information in
a sentence can be extracted and moved into an event model? And, which properties are
the most difficult to extract? Since we did not have the precision or the recall of events
in the source text, we omitted the evaluation of event identification and instead we
focused on calculating the precision and recall of the identified and extracted events. We
approached this task by computing the recall and precision of the individual properties
of our extracted events and counting the error sources.

In total, we extracted 27,594 events from our subset of 378,453 English Wikipedia
articles. We created our data set by randomly selecting a sample of 100 events from our
extracted events. In order to calculate precision and recall, we calculated the number
of retrieved atTime, atPlace, involvedAgent, and predicate properties in each sampled
event. We examined the sentence corresponding to the sampled event to find the number
of relevant properties.

We used two metrics to assess the properties using a strict and a relaxed criterion.
We marked the atTime property as strictly correct if all the date components were ex-
tracted, and as relaxed correct, if the most significant date component was extracted.
We marked the atPlace property as correct if the extracted reference to GeoNames or
DBpedia was resolved to a correct entry. We made no distinction between strictly cor-
rect and relaxed correct for atPlace. Similarly, we marked InvolvedAgent as correct,
if the property resolved to a correct DBpedia entry. Finally, we marked the predicate



property as strictly correct if both the corresponding verb and sense had the correct se-
mantics and as relaxed correct regardless of the predicate sense. During evaluation, we
also counted the properties causing the errors.

Based on these evaluations, we calculated the precision, recall, and the F1 score for
our sample data set (Table 1, left). Table 1, right, shows the relative percentage of error
sources categorized by extracted properties.

Error sources

Precision Recall F1 Agent  40.9%
Strict 708 716 712 Place  36.9%
Relaxed| 72.8 73.6 73.2 Time 11.4%

Predicate 10.7%
Table 1. Left table: The precision, recall, and F1 score for the sampled events. Right table:
Sources of errors.

From Table 1, we can observe that the largest percentages of error come from the
agents and places. The reasons for these extraction failures can be attributed to the
following causes:

The arguments containing the agents were not found by the semantic parser.
Ambiguity of the extracted proper nouns.

Unresolved pronouns.

Lack of DBpedia entry corresponding to the agent.

We believe that in many cases the ambiguity of the agents can be resolved by using
a larger subset of DBpedia databases and thereby classifying the type of the agents.
Together with a more explorative selection of arguments, we believe this may lead to a
larger amount of correctly extracted agents.

Since we only extracted the first detected date, this caused the majority of failures in
date extraction. We believe that date extraction can be improved using more extraction
patterns.

8 Conclusions

In this paper, we investigated semantic parsing to extract events from text. We imple-
mented a processing pipeline consisting of a high-performance semantic role labeler
to extract predicate—argument structures and a converter using VerbNet thematic roles
to produce events in the LODE RDF format. Using 10% of the English Wikipedia and
simple filtering rules, we managed to sift more than 27,500 high-confidence instances.
We evaluated the results on a randomly selected sample of 100 events and we report
F-measures ranging from 71.2 to 73.2.

Misidentified agents are a frequent source of error. We believe such errors can be
significantly reduced by improving the detection of proper nouns. This could be done by
applying a preprocessing step to detect the named entities or using databases of proper



nouns and retraining the semantic parser on it. We could also improve the detection
using a coreference solver that would tie pronouns such as she, he, or it to person or
organization names. In the future, we also plan to parse the complete Wikipedia corpus
in English and other languages.

An archive of extracted events is available for download as well as accessible from

a SPARQL endpoint®.
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