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ABSTRACT

The analysis of user opinions expressed on the Web is begamin
creasingly relevant to a variety of applications. It allavgsto track
the evolution of opinions or discussions in the blogospherger-
form product surveys. The aggregation of sentiments anlysina
of contradictions is another important application, whi@tomes
effective since we are able to capture the diversity in segnits on
different topics with more precision and on a large scaleoutih,
there is still a need for a scalable way of sentiment aggiagatith
respect to the time dimension, which preserves enoughniveiion

to capture contradictions.

In this paper, we are focusing on the problem of finding sesim
based contradictions at a large scale. First, we define tpesty
of contradictions, depending on the distributions of ojjigosen-
timents over time. Second, we introduce a novel measureref co
tradiction based on the mean value and the variance of semism
among different texts. Third, we propose a scalable metiood f
identifying both types of contradictions at different tiswales. We
evaluate the performance of our method using synthetic eald r
world datasets, as well as a user-study. The experimentsrdem
strate the effectiveness of the proposed method in captadntra-
dictions in a scalable manner.

1. INTRODUCTION

During the recent years we have been witnessing the Intemet
coming an open platform, where people can express theifasn
and can be heard. There are many services that allow peguléto
lish information and opinions, such as blogs, wikis, forustzial
networks and others. They all represent a rich source ofi@pin
ated information on different topics, which can be analyaed
exploited in various applications and contexts. Sentinaaratly-
sis can be used, for example, to learn about a customertadstti
to a product or its features, or to reveal people’s reactiosome
event. Such problems require a scalable analysis and someofo
sentiments aggregation to produce a representative .result

The problem of contradictions, or sentiment diversity omedopic,
has been studied in the context of different research aheaing
a slightly varying notion in each case. For instance, infmfation
Retrieval opposite opinions and sentiments introduceentishe
fact-centric search and must be avoided [14]. In contrastflict-
ing sentiments is one of the desired targets of mining of pcbd
reviews. Recently proposed methods can aggregate opieions
pressed in customer reviews and extract a representativenary
of sentiments on a feature-by-feature basis; or they catui@pnd
aggregate sentiments on some topic among different teits [8
Although aggregated sentiments do represent some infimeih
contradiction, this information may be biased. For examiplsvo
opposite sentiment values are averaged, the result mayahaee-
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tral polarity. The information about the contradiction liei lost.
On the other hand, representative sentiments (which bestite
opposite opinions) are likely to capture the meaning of i@atit-
tion, but not its level. Therefore, this problem essentiatiquires
a consistent definition and new methods to deal with it.

In this paper, we introduce a framewdrthat defines the concepts
of aggregated sentiment, sentiment variance and conti@digith
respect to the time dimension, and formulates relevanti@nadb of
contradiction discovery. We say that we have a contradictiben
there are conflicting opinions for a specific topic, which if®an
of sentiment diversity. This kind of contradiction can oceatione
specific point of time or throughout a certain time periodrtRer-
more, a contradiction can occur within one text when an autho
presents different opinions on the same topic, or across vexen
different authors express different opinions on the samietd\Ve
further extend this framework of contradiction detectignfocus-
ing on its performance and effectiveness for large-scetiesets.
Our method operates on sentence-level sentiments, whictepr
resented in a continuous scale. This allows us to expldierdint
approaches for sentiment detection, which can be pluggediin
framework. The use of mean and variance for contradiction de
tection allows our method to be fast and linearly scalablehen
number of texts, which is an important feature for largeleseaal-
ysis. Tests on real datasets, as well as a user-study, deatens
that our approach is able to efficiently and effectively iifgrcon-
tradictions.

The main contributions of this work can be summarized asvdl

o We formally define the problem of contradiction detectiond a
further describe two variations of the problem, namgjychronous
andasynchronousontradictions.

e \We present an approach for contradiction detection, whéch i
based on fine-grained sentiment extraction. Moreover, we de
scribe techniques that enable this approach to scale tdaegyy
data collections.

e \We experimentally evaluate the proposed approach usirggaev
synthetic and real datasets. The results show the effeetbge
and scalability of our solution. In addition, we perform a&us
study that demonstrates the usefulness of the propose@-fram
work.

The remainder of this paper is structured as follows. IniSe@
we discuss the related work, and in Section 3 we formally defin
the problem. We present our approach for detecting andnstori
contradictions in Section 4 and Section 5, respectivelg,tha ex-
perimental evaluation in Section 6. We discuss our expeegin
Section 7, and conclude in Section 8.

'Some preliminary ideas have appeared as a poster [16].



2. RELATED WORK

In the past few years, we have witnessed an increasing oksiear
terest in the area of blog analysis and specifically in opimaning
[13]. Contradiction analysis is a rather new research dngzartic-
ular, contradictions in opinions as considered here, havdeen
addressed before. Harabagiu et al. [6] present a framewodoh-
tradiction analysis that exploits linguistic informatisach as nega-
tion or antonymy as well as semantic information, such assyyf
verbs. De Marneffe et al. [3] introduce a classification ofitca-
dictions consisting of seven types that are distinguishetthé fea-
tures that contribute to a contradiction (e.g., antonynggation,
numeric mismatches). They define contradictions as a Etuat
where 'two sentences are extremely unlikely to be true’, ded
scribe a contradiction detection approach to their tex@ntdilment
application [12]. Ennals et al. [5] describe an approachdketects
contradicting claims by checking whether some particulaimt
entails (i.e., has the same sense as) one of those that ara koo
be disputed. For this purpose, they have aggregated displatiens
from Snopes.com and Politifact.com into a database. Aafditly,
they populated this database by selecting explicit statésod con-
tradiction or negation from web texts.

The above approaches are based on linguistic analysis siugite
entailment. In contrast, our approach is based on statigirnci-
ples and intended for a large-scale operation, where pggreom-
parisons of texts may not be computationally efficient. Idigadn,
we are considering a time dimension for contradiction, Wwhat
lows us to introduce such new types as, for example, change of
opinion (asynchronous contradiction). To the best of owvida
edge, this problem has not been studied so far.

Problems related to the identification and analysis of eafittions
have also been studied in the context of social networks brg$hb
A recent work by Liu et al. [10] introduces a system that aide
compare contrasting opinions of experienced blog useroores
topic. In contrast, we take into account the opinions of abw
users, regardless of their expertise. Clustering accueacyn in-
dicator of blogosphere topic convergence was proposed By [1
By analyzing how accurate clustering is in different timeeivals,
one can estimate how correlated, or diverse, blog topicsSueh
an approach can also be adapted to opinion contradictionglgs
by replacing topic feature vectors by sentiment featuréorec Our
work goes beyond trend analysis by automatically recoggizon-
tradictions regarding some topic within and across doctsien
Analysis of product reviews is another opinion mining taséttis
close to contradiction analysis. A system for mining theutapion
of products in the Web is described in [11]. A similar appioac
is proposed by the Opinion Observer system [9] that focuses o
summarizing the strengths and weaknesses of a particadug:
Even though the above studies consider both positive and-neg
tive opinions, they do not aggregate these two classes. rlapu
proach, we describe an effective way for performing thisraga-
tion, which leads to more insights on the user opinions.

Chen et al. [2] study precisely the problem of conflictingropins
on a corpus of book reviews, which they classify as positivé a
negative. Their main goal is to identify the most predictigems
for the above classification task, and visualize the re$oittmnan-
ual inspection. However, the results are only used to vizei@lp-
posite opinions without further aggregation. It is up to tiser to
visually inspect the results and draw some conclusions. oin ¢
trast, we propose a systematic and automated way of perfigrmi
sentiment aggregation, revealing contradictions, antaing the
evolution of these contradictions over time.

3. PROBLEM DEFINITION

The problem we want to solve in this paper is the efficientctain

of contradicting opiniorfs(on specific topics).

Usually, a particular source of information covers someegain
topic T' (e.g.,health, politic3 and has a tendency to publish more
texts about one topic than another. Yet, within a text, ah@unay
discuss several topics. When using the term 'text’ we reéfbeeto
the entire web document or its individual sentences. Wight¢hm
sentence we assume a particular piece of text expressingian o
ion about a certain topic, which can not be split into smatirts
without breaking its meaning. For each of the topics disedss
some text, we wish to identify the sentiment expressed tdsver
In this study, we restrict ourselves to identifying and relanog the
intensity of these sentiments, which we represent as nisnber
the following, we refer to sentiment polarity simply sentiment

DEFNINITION1 (SENTIMENT). The sentiment with respect
to a topicT is a real number in the range-1, 1] that indicates the
polarity of the author’s opinion off" expressed in a text. Nega-
tive and positive values represent negative and positivei@nms
respectively, while the absolute value of sentiment remssthe
strength of the opinion.

Apart from computing sentiments for individual texts, weaheed
to compute the polarity on some topic aggregated over neltip
texts (that may span different authors, as well as time gsjio

DEFNINITION 2 (AGGREGATEDSENTIMENT). The Aggregated
Sentimenf.s expressed in a collection of documeft®n topicT,
is defined as the mean value over all individual sentimersigasd
in that collection. s is defined on the same range [6f1,1] as
sentiments and calculated as followss = % >, Si, wheren is
the cardinality ofD.

By comparing the sentiment values of different collectiohtexts,
contradictions are identified as follows.

DEFNINITION 3 (CONTRADICTION). Thereis a contradiction
on a topic, T, between two groups of documeriy,, D, ¢ D in a
document collectio®, whereD; N D2 = @, when the information
conveyed aboul’ is considerably more different betwe@n and
‘D- than within each one of them.

In the above definition, we purposely not specify exactly tniha
means for a sentiment value to be very different from anather
We define contradiction ongairwisebasis, where we evaluate the
disagreement between two groups of documents in a colfedtio
this case, the similarity of information within each grownes as
a reference point, providing a basic disagreement levels défi-
nition can lead to different implementations, and each drikase
will have a slightly different interpretation of the notiaf contra-
diction. We argue that our definition captures the essencemf
tradictions, without trying to impose any of the specificeiqtre-
tations. Nevertheless, in Section 4, we propose a specificade
for computing contradictions, which incorporates manyirdéde
properties.

When identifying contradictions in a document collectitiis im-
portant to also take into account the time in which these a@nis
were published. LeD; be a group of documents containing some
information on topicT’, and all documents i®; were published
within some time interval,. Assume that; is followed by time
intervalt2, and the documents publishedtin D,, contain a con-
flicting piece of information orf". In this case, we have a special

2For the rest of this document we will use the tersestimentand
opinioninterchangeably.



type of contradiction, which we callsynchronous Contradiction
sinceD; and D, correspond to two different time intervals. Fol-
lowing the same line of thought, we say that we ha@yachronous
Contradictionwhen bothD; and D, correspond to a single time
interval, .

In order to detect contradicting opinions in collectiongefts, we
first need to determine all the different topics and thenwate the
corresponding sentiments.

PROBLEM1 (SINGLE-TOPICCONTRADICTION DETECTION).
For a given time intervat, and topicT’, identify the time regions of
a predefined size, where a contradiction level fof is exceeding
some thresholg.

The time interval,r, is user-defined. As we will discuss later,
the thresholdp, can either be user-defined, or automatically deter-
mined in an adaptive fashion based on the data under coatater
We can also determine all the topics in a dataset that ardveno

in contradictions, as follows.

PROBLEM2 (ALL-TOPICSCONTRADICTION DETECTION).
For a given time intervat, identify topicsT’, which have high con-
tradiction level, or large number of contradicting regioabove
some threshold.

The latter problem is interesting if we want to consider topwp
larity of certain web topics. Frequent contradictions magicate
"hot" topics, which attract the interest of the communityuelto
space limitations, in this paper we only discuss a solutidhé first
problem, since a solution to the second one is its direchsite.
Though, the approach we propose in this work is general, and ¢
lead to solutions for several other variations of the abaeblem,
such as detection of topics with periodically repeatingti@mic-
tions or with the most frequently alternatidggregated Sentiment

4. CONTRADICTION DETECTION

Given the problems described before, we propose a threeaptep
proach to contradiction analysis, that includes:

e Detection of topics for each sentence,
e Detection of sentiments for each sentence-topic pair, and
e Analysis of sentiments for topic across multiple texts.

Steps one and two can be achieved using existing methodsapr a
tations of existing methods. We will refer to these stepgespro-
cessing’ and describe them briefly in the following. The ot
this paper is then the contradiction detection approach.

4.1 Preprocessing

For identifying topics per sentence, we apply the Latenicbiet
Allocation (LDA) algorithm [1], which we extended to work d¢he
sentence level [4]. So sentences are considered as inpuneots
for the LDA and assigned with several most probable topics.
Then, for each sentence-topic pair we assign a continuaus se
ment value in the range [-1;1] that indicates a polarity efdpinion
expressed regarding the topic. For the sentiment assigrstem
we use an existing tool for fine-grained opinion analysis Ngv-
ertheless, this tool can be replaced by any other suitatdettoat
calculates continuous sentiment values at a sentence [&en
we average sentiments over text's sentences having theteaing
to get one sentiment value for each topic in a text.

Based on the analysis described so far, we can now descrilag@ou
proach for contradiction detection with respect to differtopics.
In the following paragraphs, we first propose a novel comttamh
measure, and then describe two simple approaches aimirgr at d
tecting contradictive periods in time.
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Figure 1: Example of two possible sentiment distributions.

4.2 Measuring Contradictions

In order to be able to identify contradicting opinions we ch¢e
define a measure of contradiction. Assume that we want to look
for contradictions in a shifting time winddw. For a particular
topic T, the set of document®, which we use for calculation, will
be restricted to those, that were posted within the window\Ve
denote this set @@ (w), andn as its cardinalityn = |D(w)].

In this example, a value of aggregated sentimentlose to zero
implies a high level of contradiction because positive ardaa
tive sentiments compensate each other. A problem with tbeeab
way of calculating topic sentiment arises when there exidtsge
number of documents with very low sentiment values (neuioat
uments). In this case, the value@f will be drawn close to zero,
without necessarily reflecting the true situation of thetcadfiction.
Therefore, we suggest to additionally consider the vagarfcthe
sentiments along with their mean value. The sentiment vegia2

is defined as follows:

n

3 (Si - pns)?

%=1 (1)
nis

According to the above definition, when there is a large uaa&y
about the collective sentiment of a collection of documemnisa
particular topic, the topic sentiment variance is large a.w

Figure 1 shows two example sentiment distributions. Dhstion

A with us close to zero and a high variance indicates a very con-
tradictive topic. Distribution B shows a far less contraigi topic
with sentiment meaps in the positive range and low variance. For
example, a group of documents witky close to zero and a high
variance (distribution A on the Figure 1) will be very comtictive,

and another group with sentimemng shifted to negative or positive
with low variance is likely to be far less contradictive (dilsution

B on the Figure 1). We note that neither the mean nor the \agian
can be used independently to identify contradictions. kan®le,

a fairly large variance among sentiments does not lead tma co
tradiction when only positive or negative sentiments aesent.
Moreover, a zero mean value may occur even when all posts are
neutral, which once again does not indicate a contradictiéhen
assuming a large number of neutral sentiments in the calgct
we have two opposite trends: the average sentiment movesdew
zero and sentiment variance decreases. If these trendsomili
pensate each other, the neutral documents would not dffecoin-
tradiction value much.

Evidently, we need to combine mean and variance of sentsnent

a single formula for computing contradictions. Then, thatc
diction valueC' can be computed as:

2
_ _0%s
(ks)?

whereys is squared so that its units are the same asgzof

This formula captures the intuition that contradictionuesd should
be higher for topics whose sentiment value is close to zerd, a
sentiment variance is large. Nevertheless, the contiadigglues

@)

3without loss of generality, in this work we consider windoofs
days, weeks, months, and years.



generated by this formula are unbounded (i.e., they can grbw i T ) |
trarily high asp.s approaches zero), and does not account for the i - .
number of documents. This latter point is important, because in )
the extreme wher@®(w) contains only two documents with op-
posite valuesC' will be very high, and will compare unfavorably
to the contradiction value of a different set’'Bfdocuments with a

genérafed sentiments - . .
L L .

much higher cardinality. A\ topic sentiment
Incorporating to the contradiction formula the observationade
above, we propose the following final formula for computirmg¢
tradiction values: b) } L ,
H time
903 i
= 19 2 (3) contradiction level, I/ }‘\ —-1=5e-5
+(us) sliding window, Fa
/

500 time units

In the denominator, we add a small valuey 0, which allows to
limit the level of contradiction wheifus)? is close to zero. The
nominator is multiplied byy to ensure that contradiction values
fall within the interval [0;1]. Figure 2(c) shows how a contra- contodition leve
diction value depends ot in the denominator. Smallet values sliding window,
emphasize contradiction points with; close to zero, for example 1000 time units
changes of opinion. Larget values mask this difference, making
levels of contradictions more equal. In this study, we usedlae

of ¥ set at5% of the expected value of squared sentiment mean, 9
which was effective for its purpose, exhibiting a stable dyabr

across datasets, without distorting the final results. Figure 2: Example of contradiction values computed

W is a weight function aiming to compensate the contradiction from asynthetic dataset with two planted contradictions.
value for the varying number of documents that may be inwblve

I
1
1
1
1
1
1
\ ’191 = be-4 /N
1
1
1
.
h

0

time

in the calculation of”. The weight function is defined as: ¢
§ 05
n-n.,._ R it
W=(1+emp(—ﬂ Nt ) os[
where the constarit reflects the average number of topic docu-  § os
ments in the window, and is a scaling factor. This weight func- 0 FT
tion provides a multiplicative factor in the ran§@; 1] Using W 05

we can effectively limitC’' when there is a minor number of docu-
ments, as well as when this same number of documents insrease € , |
significantly. Whatl¥ achieves is essentially a normalization of =
the contradiction values across different sets of docusyeifiow-

ing them to be meaningfully compared to each other. 02
Figure 2 shows the operation of the proposed contradictioc-f
tion. To demonstrate this, we generated a time series ahsemts
for a period of 8000 time units composed &f00 normally dis-

variance

T
without neutral ------

T
with neutral

value

tributed points, half of which follow a custom trend with pés- ° e 500 1000
sion0.125 and another half with dispersion 0.25 and median 0 is

acting like noise. Time stamps of all points followed the $2on Figure 3: Theeffect of neutral sentimentson contradiction.
distribution with parametek = 1 time units. We have chosen these

distributions because they are simple but still resemlgedhl data. sponding to a change of sentiment that manifests itselfsadtoe
The graph at the top (Figure 2(a)) shows generated sensmene entire dataset.

bold line in this graph depicts the custom trend, showingnétral Subjective sentences take a considerably small part irettevhen
positive sentiment that later changes to negative (at timtance compared to objective statements. So neutral sentimentlys

t1), which represents a change of sentiment. There is alson poi  shift the aggregate sentiment towards zero, masking atiotiens.
around time instance, where the sentiments are divided between Qur contradiction formula is designed to compensate sufeittsf

positive and negative, a situation representing a simedtas con- by exploiting the sentiment variance We demonstrate sabhvior
tradiction. Using this dataset, we verify the ability of théunction on another synthetic dataset shown in Figure 3. The bottaphgr
to capture the planted contradictions. shows that the proposed formula can successfully idertéyrain

As can be seen in Figure 2().s closely captures the aggregate contradicting regions, both with or without neutral sergirts.
trend of the raw sentiments. The following two graphs in thar@

show the contradiction value, calculated using a slidingdeiv of

size 500 and 1000 time units. When we use e?window of small size - STORING CONTRADICTIONS

(Figure 2(c)),C correctly identifies the two contradictions at points  So far we have described a technique for processing web docu-
t1 andtz2, where the values of' are the largest. Using a larger ments to extract sentiments on various topics, and substyte
window has a smoothing effect in the values@f(Figure 2(d)). use this information in order to identify contradictions.utBour
Nevertheless, we can still identify long-lasting contraidins: In final goal is to identify contradictions in large collect®of docu-

this case, the largest value 6f occurs at time instanca, corre- ments, what requires scalable methods. To this end, we demon



strated the need to analyze sentiment information on eauh to
across different time windows. Assuming this requiremsngl-
ability may be achieved by storing pre-computed values fior w
dows of different size. We now turn our attention to the peoflof
organizing all these data in a way that will allow the efficiele-
tection of contradictions in large collections of data thigan very
long time intervals.

An important observation is that the Formula 3 that cal@gdhe
contradiction values is based on the mean and variance tdpihe
sentiment. Remember that aggregated sentiment and sentime
variance can be written as the following:

n

2 (Si - ps)’ =

i=1

L 2 2
Z Si - us
i=1

3=

s 1
Og = —
n

In the formula abovey is the number of documents published on
topic T" in a specific time window (see Definition 2).

We now define the first- and second-order moments of the topic
sentimentad/; = Y7, S; andMs = Y7, S7, respectively. Based

on the above discussion, and using the sumsand M, we can
rewrite Formula 3 as follows:

_ nMy - M} .
© On2+ M2 ®
The above form of the contradiction values formula gives dis a
ditional flexibility, since we can now compute the contraidic of

a large time window by composing the corresponding values fr
the smaller windows contained in the large one. We can toegef
build data structures that take advantage of this property.

In the next paragraphs, we describe such a data structuteyan
show how it can be used to identify contradictions. We alsoale
strate that it can be easily maintained in an incrementdlidas
when new documents are added in the system.

5.1 TimeTreefor Contradictions

The need to analyze contradictions at different time gianitigs
predicts a hierarchical structure for contradiction sgerarhere is a
number of ways to organize contradiction values by time. fiise
solution is to store a time-tree structure for each topiassely.

It allows to achieve a scalability on the number of topicg) aas

a good performance when looking for contradictions at alsing
topic, but also brings larger update costs, because forteatthe
storage needs to be parsed as many times as there are tojhias in
text. Also it makes all-topic queries extremely ineffeetibecause
for each topic we need to navigate through a time structufiado
the right interval. The second solution that we propose stooe
contradiction values for different topics under the sammetiree
structure.

We introduce the TimeTree for managing the information am se
timents and contradictions. The TimeTree is organizedratdhe
sentiment moments\/; and M., and a hierarchical segmentation
of time, as outlined in Figure 4. In this example, the timedaws
are organized on days, weeks, months, and years (thougr,oth
erarchical time decompositions are applicable as well)ndJghis
kind of structure, we can answer queriesaithoctime intervals,
by dynamically computing the contradiction values basedron
mula 5. In the following, we will refer to the levels of the TaTiree
as the differengranularities of the time decomposition, the root
node having granularitg.

Each node in the TimeTree corresponds to a time window, amd su
marizes information for all documents, whose timestampois-c
tained in this time window.

weeks

days

Figure4: Logical representation of the TimeTree.

5.2 Queryingfor Contradictions

When trying to detect contradictions, we would like to idBnt
those that have a contradiction value above some thresHdid.
intuition is that these contradictions are going to be moterest-
ing than the rest in the same time interval. An obvious sofuti
in this case is to define some fixed threshgldand only report
the contradictions above this threshold. We refer to thistEm as
fixed threshold However, by adopting the above solution, we can-
not normalize the threshold to better fit the nature of tha dathin
each time window (that may vary over time and across topics).
In order to address this problem, we proposeadaptive threshold
technique, which computes a different threshold for eapfctand
time window as follows. The adaptive threshald for a topicT
in time windoww is based on the contradiction valGg,, that has
been calculated fof” in the parent time window of, w,, and is
defined for each time window and topic@s = p- Cw,,0<p < 1.
In our experience with real datasetsyalues betweel0.5 — 0.7
work well. In this work, we use = 0.6.

Note that we cannot achieve the same result by usipegk queries
(though, they can be complementary to our approach). Tte®nea
is that adaptive threshold does not impose a strict limit@enum-
ber of contradictions in the result, and can thus report thieeeset
of interesting contradictions within some time interval.

5.3 Updating the Contradictions

As discussed earlier, the nature of the contradiction fandtor-
mula 5) and the TimeTree nodes allows us to incrementallyymai
tain the TimeTree in the presence of updates. When new eollec
tions or individual documents are analyzed, their contidiuto

the contradiction of the corresponding topics and time wivslin

the TimeTree can be easily taken into account by updating¢he
of relevant{n, M, M.} values in the nodes of the tree.

In order to reduce update costs, we propose first to accuenssat
eral updates and then submit them in a batch. When new do¢smen
arrive, as a preprocessing step, they are aggregated imiimews

of the finest granularity of the TimeTree. Then, these aggssh
values are used to update the counts and topic sentiment m®me
of all TimeTree nodes containing respective time windows.

The update cost for each batch of aggregated documentsdtepen
on the depth of the TimeTred, and the number of topicl’| (in

the worst case), that participate in the time windows relet@the
update. Thus, the complexity can be expressed(@s |T)

6. EXPERIMENTAL EVALUATION

As mentioned earlier, the contradiction detection problers not
been considered before. Therefore, no annotated data aeiils
able to measure the quality of the proposed approach in tefms
accuracy. Anyway, we applied the algorithm to real worldadsdts
and run several experiments with settings and results itbescin
this section. The objectives of these experiments are t@lyxe
the quality of the approach; Study its usefulness from a peer
spective; Study the performance of the introduced approach



6.1 CorpusDescription

Our algorithms are applied to a data set of drug reviews cialte
from the DrugRatingz websitea data set of comments to YouTube
videos from L3S [15] and a dataset with comments on postings
from Slashdot, provided for the CAW2 worksHop

The first dataset contains 2701 positive, 352 neutral ané hég-
ative reviews for 477 drugs. These reviews are provided bsopes
that took a specific drug. They describe their personal éxpes
with the drug including contra-indications that occurred.

The second dataset contains approximately 6 million contsnen
YouTube videos, with an average number of comments per each
video of five hundred. Unlike texts in review datasets whishally
contain opinions specific to a topic, some of these commennts ¢
tain information irrelevant to a topic, thus introducingrexnoise
to sentiment detection.

Our third dataset, Slashdot, is from a popular website fapfe
interested in reading and discussing about technologytamdm-
ifications. It publishes short story posts which often iaaitany
readers to comment on them and provoke discussions thatraily t
for hours or even days. It contains about 140,000 commertsrun
496 articles, covering the time period from August 2005 tpt€m-
ber 2006. Compared to usually brief comments on YouTubeogide
comments from the latter dataset may span for several @plagr
and typically contain many objective statements.

6.2 Evaluation of Contradictions

We now apply the introduced contradiction analysis apgrdaac
our datasets. In Figure 5, the top graph depicts the rawnsenti
values for the topic "internet government control" takemnirthe
Slashdot dataset, for the time interval September 2005 ppeSe
ber 2006. The following graphs show the aggregated sentimen
and variance (two middle graphs), and contradiction valbet-
tom graph) for the above topic and time interval. Contraalict
values have been calculated using a time window of ten dagte N
that contradiction values are high for the time windows vettepic
sentiment is around zero and variance is high, which tréesko
a set of posts with highly diverse sentiments. These s@natare
not easy to identify either with a quick visual inspectiortlud raw
sentiments, aggregated sentiments or sentiment variance.

The analysis shows that in this time interval there is onen@n-
tradiction (marked 1 in the bottom graph of Figure 5). Thistca-
diction discusses the pros and cons of a law that would ge/goh-
ernment more power in controlling the internet traffic, espky
personal correspondence. Minor peaks in contradictioel leere
correspond to the discussion of a possible transfer ofdiation
and control over top-level domains to United Nations. ThHaea
below shows extracts from several opposing posts thatiboied
to this contradiction. By taking a closer look at the cormgting
weblog posts, we find out that the discussion is about résttio-
ternet access and its advantages, while other contraakctiontain
a general discussion on the possibility of organizing theeat by
several top-level domains and restricting access to them.
Another example of contradicting posts may be observed ga Fi
ure 6, which illustrates conflicting opinions for the topiaz™® for

a selected time interval. In this case, there was an opirigagcee-
ment on the effectiveness and possible side-effects ofithis.
Evidently, all the discovered contradictions correspandiscus-
sions expressing different points of view on the same togig]
having an automated way of identifying them can be very usefu

“http://drugratingz.com
Shttp://caw2.barcelonamedia.org/
®Yazis a drug for contraception
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PRO: It would be helpful for restricting the flow of informati, which is a
double edged sword.

PRO: | suppose we better wrap a firewall around our countryremdet
those damn foreigners access to our internet.

CONS: And what exactly does a neutral Internet do? It takesydlae right
of anyone who lays down the wires or installs the access ptintontrol
what goes through their network. My point: don’t complairoabtaking
rights away when you advocate to take rights away.

CONS: While it sounds like a decent idea, I'm really all foetwhole
uncensored and unregulated internet. | really like my mgethe way it is.
CONS: Sure, they can ruin Internet inside USA, but the reshefworld
couldn’t care less.

CONS: We don't need the FCC regulating the Internet. Not fietrality”
or any other excuse someone can think of.

Figure 5. Mean, variance and contradiction values of senti-
mentsfor thetopic " Internet government control”.

6.3 Evaluation of Usefulness

In the following paragraphs we describe a user study which we
conducted in order to evaluate the effectiveness and umeefsilof
our approach for the task of contradiction discovery.

In our usefulness evaluation, we used four datasets camedsm

to opinionated posts for four topics extracted from threesidie
real datasets (refer to Table 1). For each topic, we selectedy-

ing number of posts, spanning in time from one to almost three
years. The shortest list containéd posts, and the largest about
480. Moreover, the quality of posts for topics also differed & lo
The drug review datasets contained primarily brief and =enc
opinions about drugs; Slashdot topics featured large atullele
comments, with an average size of several paragraphs; YeuTu
comments were, on the contrary, short and often off-topic.

The group of users consisted of eight persons (PhD studetite a
University of Trento), and the experiment was conductedos f
lows. Users were asked to detect groups of contradictingspos
for each of the topics in the above datasets (and label thie pos
tive and negative posts). We provided users with a web agijpic
that featured two approaches to help them identify timeriratls
with potentially contradicting posts (see Figure 6): Thetfap-
proach (marked as "stage 1" in the figure), based on the dsdal
tion method proposed by Chen et al. [2], displays to usersnthe
tensity over time of the positive and negative sentimenpsessed

in the posts (Figure 6(a)). The second approach (markedage's
2" in the figure) is based on the method proposed in this samy,
displays to users a graph that marks the time points at wiictra-
dictions were automatically detected (Figure 6(b)). Usingtool,

the users could see the time intervals that our tool hadiftehtis
contradictory, and could therefore, focus their explomin these



Average positive and negative sentiments (Stage 1)
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Dataset Topichame |Size | AD |AT |AN | Py | P> | AP
Drug Ambien 60 |1.50(0.60/0.88|{0.70(0.81|1.20
Ratingz Yaz 300 [1.58]0.93[0.78]0.75]0.95[1.32
Slashdot Int. control | 159 |1.17]0.89{0.58|0.37]|0.63|2.14
YouTube ZuneHD |472 {2.07(0.68|0.62|0.36(0.61|2.09
Average 1.58(0.77]0.72]0.55 [ 0.75 | 1.69

m Contradiction level (Stage 2)

Lk

i}

L4 L

160 200

100 260

c¢) Sentiments annotated by users (from the log data)

0.0
-1.0
1.0
0.0
-1.0

Sentiments (Stage 1)

a oo ap @

Sentiments (Stage 2)

d) Texts from a selected time intervals (Stages 1 and 2)
Just say "NO" ladies! My ARNP prescribed it and three months later: headaches 24/7, hair | ...
| have been taking Yaz for 2 1/2 years, it has been very effective in preventing pregnancy ...
The three months | took Yaz were probably the three worst months of my life. | tried Yaz a ...
| am almost 19 years old and Yaz was the first birth control | have ever been on. | am cur ...
Ladies, you MUST take a Vitamin B supplement with Yaz! (I take B pogjrive | Unmark | Negative
| was on yasmine for one year and things were fine. My doctor switched me to yaz and | dec ...
| am with most of the other woman on how awful Yaz has made me feel. | am also taking Lexa ...

Figure6: Annotation pagefor thedataset " Yaz" demonstrating
opposite opinions.

regions. Figure 6(d) shows some posts in a time-intervalchvh
have been marked with positive (green) and negative (rew)-se
ments. These sentiments values are also illustrated inviiald
time-line, depicted in Figure 6(c). In order not to favor afyithe
two approaches, in our experiments we alternated the agiprea
quired to be completed first.

For both approaches, we measured the average fiimand 7>,
and the average number of time-intervals examined by thesuse
during the searchlV; and N2, needed to identify a single contra-
diction. Additionally, we asked users to rate the overdfidilty,

D, andD-, of completing the task when using each one of the two
approaches, according to the following scale: 1- very diffj@ -
somewhat difficult; 3 - normal; 4 - somewhat easy; 5 - very easy
The aggregated results (averaged over all the users) ofvaluee
tion are reported in Table 1. We report the improvemews mea-
sured when our approach was used (stage 2), compared to the al
ternative approach (stage 1), computed as folla&? = Dy /D,
AT = T2/T1, andAN = Nz/Nl.

We observe that when users employed our approach in orderto d
tect contradictions, they were able to identify contradits faster,
requiring 23% less time on average (ranging between 7% &¥g.40
The biggest improvement was for the topic "AmbigfAT =
0.60), which had a few contradicting posts visible using our ap-
proach, but otherwise hard to discover. Our approach atstla
reduction by 28% of the time-intervals examined in orderdnk
tify contradictions (ranging between 12% and 42%). Thedatg
reductions were observed for the topics "Zune HD" and "heer
Control" (AN = 0.62 and 0.58, respectively), which contained
several posts that did not take a position, or were off tophe av-
erage difficulty ratings were also favorable for our apphachich
was consistently being marked as more helpful. This diffeeavas
most pronounced for the "Zune HD" topid© = 2.07), which in-

"We omit presenting the detailed results for all parameteza-m
sured and each approach due to lack of space.

8 Ambienis a drug for treating insomnia

Table 1: Evaluation resultsfor different topics.

volved many posts. In this case, going through the posts was n
easy, and our approach allowed users to focus their seatddem
tify the contradicting posts.

Finally, in Table 1 we report an additional measure of usefss:
since both approaches aim at guiding the users to the titeevais
that are most promising for containing contradictions, wene
puted the percentagé} and P, of the examined time-intervals
that led to the identification of a contradiction, as well las im-
provement of our approach when compared to the alternatives-
P,/ P;. Even though the approach by Chen et al. [2] (stage 1) was
not designed with this measure in mind, in the case of ourcaupr,
this measure is indicative of its precision since it measurew
many of the automatically identified contradictions wera @nes
(i.e., verified by the users). The results show that our aagrovas
always more successful in suggesting to users time-iritetiat
contained contradictions, with an overall average succagsof
75%, and as high as 95% (topic "Yaz").

The above results demonstrate that our approach can sfidgess
identify contradictions in an automated way, and quicklydgu
users to the relevant parts of the data.

6.4 Evaluation of Scalability

We evaluate the scalability of the TimeTree for solving Feois 1
and 2, using a relational database implementation, whésenia-
tion is stored in a single table that contains contradictiaines for
each topic with respect to time intervals of different ghanities.
This implementation leads to simple and efficient SQL qefioe
detecting interesting contradictions. Remember that ettpic
contradiction problem (Problem 1) we want to identify thetra-
dictions and corresponding time windows of a single topithimi
some time interval, while in the all topic contradictionlplem
(Problem 2) we are interested in doing the same for all topics
During this study, parameters of the contradiction formwkre

at their default values as described in Section 4. Changing f
mula’s parameters will enlarge or reduce the number of editr
tions being detected, but the computational efficiency hellthe
same. Performance of our approach does not depend on thee valu
of threshold because we are not storing pre-computed abetien
values, and so the database is unable to apply indices oinfjjten
this parameter. Fixed and adaptive threshold approacbesver,
return slightly different sets of contradictions. The fose returns
largest contradictions themselves, and the second retantsadic-
tions that are greater thantimes values of their respective parent
intervals. The value op was empirically set at 0.6 to return a re-
sult set with an average size equal to the one when using a fixed
threshold. This allows us to compare the relative perforaaf
both methods.

To test the performance of our solutions, we generated $&i5 o
single-topic and all-topics queries (corresponding toTibjic and
Time Interval Contradictions problems, respectively)nggranu-
larities and topic ids drawn uniformly at random. In thespeax
iments, we used 1,000 topics. We measured the time needed to
execute these queries against the database as a functlemtohe



1108 or without neutral sentiments, allowing it to incorporaémsment
Query 2: time interval test detection algorithms of different types.

As was mentioned previously, to build the contradictiomfafa
we used such values as mean and variance. We believe that the
effectiveness of our approach increases with the growiaesce-
lying on the fact that representativeness of statisticatiogealso
increases when larger number of samples is involved in ctempu
tion. Moreover, tests on the synthetic data proved our ftaisu
stable behavior in the presence of noise.

Query 2: granulariy test Finally, we note that we are aware that the evaluation of and (

| related) approach to contradiction detection is still tediwith re-
spect to the precision and recall measures. The main reastng

is the absence of a benchmark dataset, and the difficultyeatiog
one. We are currently working toward such a dataset, seitimiol

Query 1: time interval test
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Figure 7: Scalability of single-topic and all-topics queries.
interval, 7, and the granularity of the time windows (Figure 7). We

report results for both the fixed and the adaptive thresholds
The adaptive threshold queries require in all cases moreginte

the threshold in this case has to be computed based on the-cont

diction value of the parent time window, which incurs morenpai-
tation. This difference is pronounced for the databaseeémphta-
tion, because it involves an extra join for obtaining thegpatime
window.

We observe that both single-topic and all-topics queries &g-
ures 7(a-b)) scale linearly with the size of This confirms our
analytic results, and is explained by the fact that the gsenave
to return contradictions for all time windows (of a specifieugu-
larity) that are contained in. For single-topic queries with fixed
threshold, the database is able to use all its indices @iretppic
id, time windows, and granularity) to answer the queriestéfore,
achieving very fast response times.

Figures 7(c-d) depict the time results when we vary the deaity
of the time windows specified by the queries. Increasing thag
larity translates to larger time windows (i.e., moving ughe time
hierarchy) and a smaller number of time windows for the same t
interval. Thus, response times get lower.

7. DISCUSSION

The problem considered in this paper is new, in the senseitthat
considers contradictions on the large scale, while takimg into
account (i.e., we consider the timestamps of the texts, peseal to
treating the text collections as sets). An approach th&selpon
sentiment information and that exploits data engineerieghods

to detect such contradictions in texts at a large scale hasib&o-
duced and evaluated.

The evaluation of our approach on various datasets prosebil-

ity of discriminating highly contradicting regions proed with a

testing different algorithms in this area.

8. CONCLUSIONS

In this paper, we proposed an approach to detect contraaicin

documents, which is the first general and systematic soluto
the problem. The experimental evaluation, with syntheditagind
three diverse real-world datasets, as well we the useystiethon-

strate the applicability and usefulness of the proposeadtisol

We are currently working on extending our approach so therit
work in an online mode. This will enable us to continuouslynino
tor opinions in real-time.
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