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Abstract. Recently, the use of the MapReduce framework for distribu-
ted RDF Schema reasoning has shown that it is possible to compute the
deductive closure of sets of over a billion RDF triples within a reason-
able time span [22], and that it is also possible to carry the approach
over to OWL Horst [21]. Following this lead, in this paper we provide
a MapReduce algorithm for the description logic EL+, more precisely
for the classification of EL+ ontologies. To do this, we first modify the
algorithm usually used for EL+ classification. The modified algorithm
can then be converted into a MapReduce algorithm along the same key
ideas as used for RDF schema.

1 Introduction

The realization of Semantic Web reasoning is central to substantiating the Se-
mantic Web vision [8]. By its very nature, automated reasoning requires a formal
representation of knowledge, and in the Semantic Web at least RDF [14] and
OWL [9] are two languages commonly used for this purpose. OWL, which is
essentially the description logic SROIQ, is considerably more expressive than
RDF, and reasoning with it is therefore computationally more expensive. How-
ever, restricted profiles of OWL 2 (including OWL 2 EL, which is essentially
the description logic EL++ [2]) have been developed [15], and for each of these
polynomial time algorithms exist for standard inferencing tasks.

There is a large amount of data that is exposed on the Web in RDF and OWL
formats. E.g., in a recent discussion of Linked Open Data [5], it is estimated that
there are approximately 4.7 billion RDF triples on the Web interlinked by 142
million RDF links.1 Reasoning with such large amounts of data is inherently
difficult due to the high computational complexity of RDF and OWL reasoning.
At the same time, however, it has been argued that the Linked Open Data cloud
is in need of more expressive schema knowledge, knowledge of a sort expressible
in OWL [10]. In order to reason with such data, scalable reasoning algorithms
are essential, and parallelization of reasoning is one of the obvious routes to
investigate in achieving the required scalability.

The present paper describes the first steps in an effort toward achieving that
end. Specifically, we present a parallel algorithm for classifying EL+ontologies
using MapReduce, which is a programming model and software framework for

1 Some OWL is used as well, usually for indicating that two resources should be
considered equal, using owl:sameAs.
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distributed processing of data on clusters of machines. In doing so, we follow the
lead of [21, 22], where the MapReduce framework was successfully applied for
computing RDF Schema closure and for reasoning with OWL Horst.

These publications are part of a recent trend in Semantic Web reasoning
to explore parallelization of reasoning tasks. Some of the most notable recent
developments are the use of the MapReduce framework for RDF [19, 21, 22],
using distributed hash tables for RDF Schema [11], the MaRVIN peer-to-peer
platform for RDF [16], and the approach in [23] for parallel computation of
RDF Schema closures. However, there is relatively little work on attempting to
carry these successes over to OWL reasoning, apart from some investigations into
OWL Horst [18, 21], OWL RL [13], distributed resolution for SHIQ ontology
networks [17], and some preliminary investigations [1, 6].

The remainder of the paper is structured as follows. Background information
on EL+ and the MapReduce framework is provided in Section 2, and the new
algorithm is described in Section 3. An example illustrating how the algorithm
works is also given. Section 4 concludes with directions for future research.

Acknowledgements. We thank Keke Chen, Frank van Harmelen, Spyros Ko-
toulas and Jacopo Urbani for helpful discussions.

2 Preliminaries

2.1 The Description Logic EL
+

Concepts in EL+ [3, 4, 2] are formed according to the grammar

C ::= A | ⊤ | C ⊓ D | ∃r.C,

where A ranges over concept names, r over role names, and C, D over (possibly
complex) concepts. An EL+ ontology is a finite set of general concept inclusions

(GCIs) C ⊑ D and role inclusions (RIs) r1 ◦ · · · ◦ rn ⊑ r, where C, D are
concepts, n is a positive integer and r, r1, . . . , rn are role names.

The CEL algorithm [4] performs classification of an EL+ ontology, i.e., it
computes the complete subsumption hierarchy between all concept names oc-
curring in the ontology. Classification is one of the standard reasoning tasks.
The algorithm first transforms the ontology into normal form, which requires
that all concept and role inclusions are of one of the forms shown in the left part
of Figure 1. This can be done in linear time [2]. For the remainder of the paper,
we assume that input ontologies are in normal form.

The algorithm is formulated in terms of two mappings S and R, where S(X)
maps a class name X to a set of class names, and R(r) maps each role name r to a
set of class name pairs. Intuitively, B ∈ S(A) implies A ⊑ B, and (A, B) ∈ R(r)
implies A ⊑ ∃r.B. For purposes of the algorithm, ⊤ is taken as a concept name.
The mappings are initialized by setting S(A) = {A,⊤} for each class name A

in the input ontology O, and R(r) = ∅ for each role name in O. The sets S(A)
and R(r) are then extended by applying the completion rules shown in the right
part of Figure 1 until no rule is applicable.
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Normal Form Completion Rule

A1 ⊓ · · · ⊓ An ⊑ B R1 If A1, . . . , An ∈ S(X), A1 ⊓ · · · ⊓ An ⊑ B ∈ O, and B 6∈ S(X)
then S(X) := S(X) ∪ {B}

A ⊑ ∃r.B R2 If A ∈ S(X), A ⊑ ∃r.B ∈ O, and (X, B) 6∈ R(r)
then R(r) := R(r) ∪ {(X, B)}

∃r.A ⊑ B R3 If (X, Y ) ∈ R(r), A ∈ S(Y ), ∃r.A ⊑ B ∈ O, and B 6∈ S(x)
then S(X) := S(X) ∪ {B}

r ⊑ s R4 If (X, Y ) ∈ R(r), r ⊑ s ∈ O, and (X, Y ) 6∈ R(s)
then R(s) := R(s) ∪ {(X, Y )}

r ◦ s ⊑ t R5 If (X, Y ) ∈ R(r), (Y, Z) ∈ R(s), r ◦ s ⊑ t ∈ O, (x, Z) 6∈ R(t)
then R(t) := R(t) ∪ {(X, Z)}

Fig. 1. The CEL algorithm for EL+

The algorithm is guaranteed to terminate in polynomial time relative to the
size of the input ontology, and it is also sound and complete: after termination,
B ∈ S(A) if and only if A ⊑ B holds, for all class names A and B.

2.2 MapReduce

MapReduce is a programming model for distributed processing of data on clus-
ters of machines (each machine being called a node) [7]. The data set to be
processed is divided into multiple chunks, and each chunk is assigned to an idle
node. There are three different types of node, and each type has its own function.

Master: The Master node assigns chunks to Map nodes and passes the inter-
mediate output locations to Reduce nodes. It also takes care of node failures.

Map: Map nodes accept data chunks from the Master and generate intermediate
output according to a user-defined function. In its general form, the function
accepts a key-value pair and returns a set of key-value pairs. The output pairs
are typically written to a local disk, and the location of these is returned to
the Master. The functionality of Map nodes can be represented as

Map : (k1, v1) 7→ list(k2, v2).

Reduce: Reduce nodes are notified of the locations of intermediate output.
They group values by key, and then process the values according to a user-
defined Reduce function. One or more output values is produced. The general
process can be represented as

Reduce : (k2, list(v2)) 7→ list(v3).

There are several prominent implementations of the MapReduce model.2

Using them, developers need only define the Map and Reduce functions. Lower
level and administrative tasks, such as allocating data to nodes and recovering
from failures, are handled by general purpose components of the system.

2 E.g., Hadoop (http://hadoop.apache.org/) is a popular Java implementation.
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3 MapReduce for EL
+

We follow the lead of [22], which describes a MapReduce algorithm for comput-
ing RDF Schema closures. However, since the completion rules from Figure 1
are structurally more complicated than the RDF Schema completion rules, we
cannot straightforwardly adopt their approach. In the submitted paper [21], the
authors extend their approach to OWL Horst [20], facing structurally similar
problems. However, due to the specific knowledge bases they are looking at,
they choose a solution which is not applicable in our case. We will return to this
discussion in Section 3.2, after presenting our algorithm.

3.1 Revising the CEL algorithm

Considering the completion rules in Figure 1, it is rather straightforward to cast
rules R2 and R4 into a MapReduce format, and we will see in Section 3.2 how
this is done. Rules R1, R3, and R5, however, cannot be transformed directly,
and so we first give an alternative formulation of the CEL algorithm. The rules
of the reformulated algorithm are cast into a MapReduce format in Section 3.2.

The reformulation requires an additional function P (which stands for Par-

tial) and an extension of the function R. These serve to split some of the com-
pletion rules from Figure 1 into two rules, explained shortly.

The function P maps each class name X (including ⊤) to a set of pairs (A, B),
where A and B are class names (again including ⊤). Intuitively, (A, B) ∈ P (X)
implies A ⊓ X ⊑ B. Initially, P (X) is set to ∅ for each X.

R is extended to map expressions of the form r ◦ s, for role names r and s,
to pairs of class names (possibly including ⊤). The intuition remains the same,
however: (A, B) ∈ R(r ◦ s) implies A ⊑ ∃(r ◦ s).B. The latter expression is not
a valid EL+ expression, but it is semantically unproblematic. Furthermore, it
causes no problems in the algorithm, since we do not formally deal with such
expressions, and in particular they are not allowed in the input ontology.

We also require another normalization step: Each axiom of the form A1 ⊓
· · ·⊓An ⊑ A, for n > 2, is replaced by n−1 axioms A1⊓A2 ⊑ N1, N1⊓A3 ⊑ N2,
. . . , Nn−2 ⊓ An ⊑ A, where all Ni are class names not occurring anywhere else
in the final knowledge base. This transformation obviously retains the original
subsumption hierarchy between named classes of the original ontology.

Our revised algorithm for EL+ is now identical to the algorithm presented
in Section 2.1, except that the completion rules from Figure 1 are replaced with
those in Figure 2, and the input is now required to be in the modified normal
form. The algorithm terminates if no application of any of the rules extends any
of the sets S(X), R(r), P (X), or O.

Let us explain the rationales behind the new completion rules. The original
rule R1 can be simulated by subsequent applications of R1-1 and R1-2 (note
that an inclusion axiom of the form A ⊑ B—that is, where n = 1—is covered
by R1-2 alone). At the same time, output produced by applying R1-1 is only
used in the precondition of R1-2, and so it does not have any other effect on
the outcome of the overall algorithm. Rule R2 is left untouched apart from
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Normal Form Completion Rule Key

A1 ⊓ A2 ⊑ B R1-1 If A1 ∈ S(X) and A1 ⊓ A2 ⊑ B ∈ O A1

then P (X) := P (X) ∪ {(A2, B)}
(A, B) ∈ P (X) R1-2 If A ∈ S(X) and ((A, B) ∈ P (X) or A ⊑ B ∈ O) A

then S(X) := S(X) ∪ {B}
A ⊑ ∃r.B R2 If A ∈ S(X) and A ⊑ ∃r.B ∈ O A

then R(r) := R(r) ∪ {(X, B)}
∃r.A ⊑ B for A R3-1 If A ∈ S(X) and ∃r.A ⊑ B ∈ O A

then O := O ∪ {∃r.X ⊑ B}
∃r.A ⊑ B for r R3-2 If (X, Y ) ∈ R(r) and ∃r.Y ⊑ B ∈ O r (or Y )

then S(X) := S(X) ∪ {B}
r ⊑ s R4 If (X, Y ) ∈ R(r) and r ⊑ s ∈ O r

then R(s) := R(s) ∪ {(X, Y )}
r ◦ s ⊑ t R5-1 If (X, Z) ∈ R(r) and (Z, Y ) ∈ R(s) Z

then R(r ◦ s) := R(r ◦ s) ∪ {(X, Y )}

Fig. 2. Revised CEL algorithm for EL+. The keys are used in the MapReduce algo-
rithm. Note that in R4, r is allowed to be compound, i.e., of the form s ◦ t.

removing the precondition (X, B) 6∈ R(X), which is used only for termination
purposes. Since we have reworded the termination condition, there is in effect
no difference between the two versions of the rule. The reason for rewording is
that the new termination condition is more easily cast into MapReduce format.
The original rule R3 can be simulated by subsequent applications of R3-1 and
R3-2. Rule R3-1 introduces new axioms into O, but since the new axioms are
logical consequences of the knowledge base, they do not affect soundness or
completeness of the algorithm. Note that this also does not cause any problems
with respect to termination, since there is a finite upper bound3 on the number
of possible axioms of the form ∃r.X ⊑ B. Rule R4 is again left unchanged, apart
from the fact that it now also applies to compound expressions of the form s ◦ t.
Note, however, that this extension of R4 is semantically sound, and so it does not
affect the correctness of the algorithm. The original rule R5 can be simulated
by subsequent application of R5-1 and R4—the latter in this case using the
extended form with composed roles. The newly introduced output produced by
applying R5-1 is sound, and so the correctness of the algorithm is again left
unaffected.

It is straightforward to show formally that our revised algorithm is indeed
sound, complete, and terminating. It is also of polynomial worst-case complexity
in the size of the input ontology; this can be shown easily along the lines of
argument for the algorithm presented in [3] for EL++.

3 The upper bound is k · l2, where k is the number of role names, and l is the number
of class names (including ⊤) in O.

468 A MapReduce Algorithm for EL+



3.2 Parallelization using MapReduce

We now convert the completion rules of Figure 2 into MapReduce algorithms
computing the closure of O, S, R and P . Initialization is done by setting S(A) =
{A,⊤} and P (A) = ∅, for each class name A (including ⊤), and R(r) = ∅ for
each role name r. In the discussion below, we freely switch between viewing S,
R, and P as maps and viewing them as sets, and we slightly abuse terminology
by referring to all expressions of the form A ∈ S(X), (A, B) ∈ P (X) or (X, Y ) ∈
R(r), in addition to all elements of O, as axioms.

The completion rules are applied in an iterative manner, picking one rule to
apply in each iteration. The rules are interdependent and the results of previous
iterations are reused in subsequent iterations. This is realized by adding the
outputs of each iteration to the database where O, S, R and P are stored.

The general strategy that is followed by all the algorithms is given in Fig-
ure 3. The set of axioms (taken from O, S, P , and R) forms the input. This set
is divided into multiple chunks, and each chunk is distributed to different com-
puting nodes. These first act as map nodes and then as reduce nodes, thereby
completing the parallel application of one of the completion rules.

To give a concrete example, consider rule R2. Each map node first identifies,
in its input chunk, all axioms of the form A ∈ S(X) and A ⊑ ∃r.B and then
outputs them as key-value pairs 〈A, A ∈ S(X)〉 and 〈A, A ⊑ ∃r.B〉, respectively.
In the reduce phase, all pairs with key A end up in the same reduce node, which
can then complete the application of R2 by adding to R.

This idea of casting completion rules into MapReduce closely follows [22].
Note, however, that the rules R1, R3, and R5 from the original CEL algorithm
cannot directly be dealt with using this approach, since each of them has three
preconditions which do not share a common element which could be used as
a key for the reduce phase. In [21], which deals with OWL Horst, a similar
problem occurs, and the authors deal with it by performing part of the operation
in-memory using a central store. This is made possible because of the specific
form of the problematic completion rules for OWL Horst, where one of the
preconditions is always a schema axiom, and because of the specific applications
the authors have in mind, where there is much less schema knowledge than facts.
Note that we cannot adopt this approach for EL+, since a separation along
similar lines would hardly be reasonable for studying classification in EL+. We
hence choose to provide a generic algorithm, based on the revised CEL algorithm.

We refrain from giving detailed descriptions of the MapReduce algorithms
corresponding to all of the completion rules in Figure 2. We do give details for
rules R1-1 and R1-2 in Figures 4 and 5, however. The remaining rules are dealt
with in a completely analogous manner, using the keys shown in Figure 2.

The behavior of R1-1 and R1-2 can be illustrated using the below axioms.

A ⊓ B ⊑ C

A ⊑ B

A ⊑ D
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ComputeClassificationSet()
{

1. Each node takes a subset of all axioms as input and computes additional elements
for O, S, R or P , depending on the completion rule which is applied.

(a) In the Map phase, based on the rule that is applied in the current iteration,
the set of axioms which satisfy any one of the preconditions of the rule are
found and given as output. In the output 〈key, value〉 pairs, key is the concept
or relationship which is common to both the preconditions of a rule (as indi-
cated in Figure 2). The value is the corresponding axiom (which satisfies the
precondition).

(b) In the Reduce phase, all axioms belonging to the same key are collected from
different nodes and conclusions of the completion rule are computed according
to the completion rule, taking all valid combinations of axioms into account.

2. All outputs are stored in the database, unless they are already contained in it.
3. Call ComputeClassificationSet() again until no selection of a rule results in any

additions to the database.

}

Fig. 3. General strategy followed by MapReduce algorithms for each completion rule.

It readily follows that A is a subclass of both C and D, and one can obtain this
result using R1-1 and R1-2 alone. When the algorithm is initialized, S(X) =
{X,⊤} and P (X) = ∅ for each class name X. When R1-1 is applied (we may
suppose that both axioms are given to a single node), the map function generates
the key-value pair 〈A,A⊓B ⊑ C〉. Other pairs are produced as well (specifically,
〈X, S(X)〉 and 〈⊤, S(X)〉, for each name X). This intermediate output is used
in the reduce phase, which in this example produces the following result: For
key A, v1 = A ∈ S(A) and v2 = A ⊓ B ⊑ C together cause (B,C) to be added
to P (A). This new axiom is added to the set of axioms already present, and all
axioms—old and new—are used in the next map-reduce step.

The map phase of R1-2 then yields the following key-value pairs:

{〈A,A ∈ S(A)〉, 〈B, (B,C) ∈ P (A)〉, 〈A,A ⊑ B〉, 〈A,A ⊑ D〉}

In the reduce phase, since A ∈ S(A) and A ⊑ B are both associated with
key A, B is added to S(A). Analogously, D is added to S(A). These are the only
significant changes made during the iteration. Applying R1-2 again, however,
causes C to be added to S(A) as well. Specifically, when the map function is
invoked, since B is now an element of S(A), the pair 〈B,B ∈ S(A)〉 will be
generated, as will 〈B, (B,C) ∈ P (A)〉. In the reduce phase, since both tuples are
now indexed by the same key (namely, B), they can be used in conjunction. It
is this that allows C to be added to S(A).
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map(key, value)

// key: line number (not relevant)

// value: an axiom

{
if(value == A ∈ S(X))

emit(〈A, A ∈ S(X)〉);
else if(value == A1 ⊓ A2 ⊑ B)

emit(〈A1, A1 ⊓ A2 ⊑ B〉);
}
reduce(key, iterator values)

// key: A concept name (e.g. A)

// values: axioms corresponding to a rule precondition

{
for each v1 in values

for each v2 in values

{
if(v1 == A1 ∈ S(X) and v2 == A1 ⊓ A2 ⊑ B)

emit((A2, B) ∈ P (X));
}

}

Fig. 4. MapReduce algorithm for R1-1. The input of the map function is an axiom,
taken from either the ontology O, or else one generated from the sets S, P , or R. Key-
value pairs are generated, which are used in the reduce phase. The reduce function
accepts a key and a list of values. Every possible combination of values is examined to
determine whether R1-1 is applicable. A list of axioms is produced.

4 Conclusion and Future Work

Due to the ever increasing amount of data on the Web, there is a need for
parallelizable approaches to reasoning algorithms. Following the lead of existing
work on scalable implementations of RDF Schema closure, we have in this paper
provided a MapReduce algorithm for the classification of EL+ ontologies. This
approach, we believe, is scalable and will reduce the time needed to compute
classification over large ontologies.

Our next step is to implement this algorithm using the Hadoop framework
and the cloud computing infrastructure available at Wright State University. The
experiences reported in [21, 22] on using MapReduce for RDF Schema indicate
that optimizations, in particular concerning the choice of which completion rule
is applied next, will be crucial for the performance. We intend to use the master
node to monitor the outputs of previous MapReduce steps, and to use this output
to decide which completion rule to apply next.

The results in [21, 22] also indicate that the MapReduce approach requires
rather large datasets to show a pay-off in terms of performance, which in our
case may require the generation of artificial datasets for initial experiments.
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map(key, value)

// key: line number (not relevant)

// value: an axiom

{
if(value == A ∈ S(X))

emit(〈A, A ∈ S(X)〉);
else if(value == (A, B) ∈ P (X))

emit(〈A, (A, B) ∈ P (X)〉);
else if(value == A ⊑ B)

emit(〈A, A ⊑ B〉);
}
reduce(key, iterator values)

// key: A concept (e.g., A)

// values: axioms corresponding to a rule precondition

{
for each v1 in values

for each v2 in values

{
if(v1 == A ∈ S(X))
{

if(v2 == (A, B) ∈ P (X) or v2 == A ⊑ B)

emit(B ∈ S(X));
}

}

Fig. 5. MapReduce algorithm for R1-2

We furthermore consider this line of work on EL+ to be only the starting
point for investigations into more expressive languages, such as EL++, ELP [12],
or even OWL 2 DL.
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