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ABSTRACT
Motivation:

ICT based Infrastructures today play a crucial role in the
development of collaborations among scientists to address new
global scientific challenges, particularly those that have high societal
and economic impact. In the Life Science domain, for instance, the
massive computational resources exposed by Grid infrastructures is
indispensable when dealing both with the complexity of models and
the enormous quantity of data to be processed, for example, to
perform genome scale analysis or when carrying out docking
simulations for the study of new drugs. At present, Grid technology
is presented to end-users as a collection of virtual services and
complex protocols and this makes its full exploitation very
complicated. A notable step forward to foster the adoption of this
technology in e-Science has recently been achieved with the
adoption of portals and robot certificates. Robot certificates have
been conceived and introduced to allow non expert users to access
Grid Infrastructures and reduce the initial barriers. Each robot
certificate is associated with a function which identifies the specific
application the user wants to share with all the members of the
same community. In this manuscript the solution proposed by the
ltalian  National Institute of Nuclear Physics to allow
bioinformaticians to access the Grid via a portal enabled by a robot
certificate and perform large scale Bayesian Phylogenetic analyses
is presented. The solution described in this manuscript strongly
simplifies the exploitation and the utilization of Grid Infrastructures
and represents a valuable step forward towards the adoption of this
computing paradigm in Life Sciences.

1 INTRODUCTION

“To whom correspondence should be addressed.

The study of molecular evolution is based on thagple hypothesis that
the level of similarity between genes displays degree of evolutionary
relationship between them. The reconstruction ef ékiolutionary history
of a group of organisms (a phylogeny) is used thhout Life Sciences, as
it offers a mean to organize the knowledge and datumulated by
researchers. It is commonly known that the unragebf phylogenetic

relationships between organisms’ gene sequenaas iimportant first step
towards the understanding of their evolution. Malac evolution is

generally studied only by inference: a pattern ffiis case a set of
biological sequences) is observed and differentsiptes processes are
evaluated to infer what process produced this pattdhe MrBayes

program fttp:/mrbayes.csit.fsu.egu/(Ronquist et al. 2003) uses a

Markovian integration to obtain samples from thstpdor distribution of

the parameters to calculate the inference. The ranoggenerates a
Bayesian phylogenetic inference among differergrald bio-sequences.
The inference allows to identify the distributiohtbe most likely genetic
relationship among the set of chosen bio-sequemcgsat the same time,
the best set of values for the parameters of th&tufaded model of
evolution of the bio-sequences. MrBayes has a gietatess of models of
evolution for DNA (both as nucleotide and codon)NAR (model for

evolution of doublet of nucleotide to model the®®tary structure of an
RNA molecule), protein, and even arbitrary hereaglidiscrete characters.
Another peculiarity of the application is that koavs the usage of “mixed”
models such as using different models for differpatts of each bio-
sequence with the possibility to share parametensng the different
models. The program uses a Metropolis-Coupled Md@delo Markov

Chain (MCMCMC) to perform the Markovian integratiorecessary to
solve numerically the Bayesian equati@itekar et al. 2004). Due to the

nature of Bayesian inference, in order to achiéneeltetter estimation, the
MrBayes program has to run for millions of iteraso(generations) which
require a large amount of computation time. Theusirmequired is a single
text file, nexus formatteqMaddison et al. 1997), subdivided in a data
block and a MrBayes block in which the models amel parameters of
Markovian integration are defined and declared. Bhéut consists of
three kinds of large files (typically in the ordef several hundreds of
Megabytes each) that describe, respectively, ttetegor distribution of

numerical and topological parameters and severmadndistic measures
related to the mixing of Markov chains and the @ging of the algorithm
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as a whole. The use of a distributed version of & is more
problematic given the nature of the Markovian inédign. Typically, each
MrBayes run, although starting from a fairly smalput data, has a quite
long execution time. This is a typical analysis ethcan be tackled by a
“high-throughput” approach made feasible with theeuof Grid
infrastructures. This is why in this work we deddéo restrict the
executions, each made of a single complete analgsisigh performance
nodes of the EGEE grichitp://www.eu-egee.ory/configured to accept
MPI jobs. This ensured that jobs would run in sifintly efficient manner
and they would arrive at completion before the mmxh run time allowed
by the chosen nodes of the EGEE grid. In additimnallow all the
bioinformaticians of the LIBI projecthftp://www.libi.it/) to access the
computing resources of the EGEE Grid Infrastructwithout owning a
personal X.509 certificate and run the parallelsi@r of MrBayes, the
credentials of a robot certificate have been madailable with the
GENIUS Grid portal according to the architecturethema reported in the
next section. Thanks to the introduction of Gridrtals and robot
certificates now it is possible to reduce the @hitarriers and extend the
benefits of the Grid paradigm to a wider commuwityusers. In section 2
the details of the distributed grid environmentigiesd and deployed in the
context of the LIBI project to perform phylogenetinalyses on a large
scale is presented. Results are summarized iroee:ti

2 METHODS

The EnginFramehttp://www.enginframe.cof/Java framework (ver. 4.1),
on which the GENIUS Grid portgAndronico et al. 2003, Barbera et al.
2007) is built, has been enhanced in order to providemsparent support
to robot certificates and allow non-expert Grid res¢o access the
distributed computational resources of a Grid usingonventional web
browser. The additional features introduced in GESIIGrid portal are
sketched in fig. 1
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Fig. 1 — The workflow set up to perform large scale phgloetic analyses.

The distributed environment for the application baen built on top of the
EGEE  stack lttp://public.eu-egee.org/ using many  glite

(http://www.nice-italy.cony/ and the GENIUS Grid Portal itself (bottom
center in the figure). After user’s login, a prossrtificate is requested by
the portal to access the distributed resources @rid Infrastructure
according to the Grid Security Infrastructure (G88ndard. If no proxy is
available, the credentials of the robot certificéftany, will be read by the
GENIUS Grid portal to generate in a few secondsnteeded proxy. This
operation is completely transparent to end-usense@he proxy certificate
has successfully been created, users are autoliyatiedirected to the
home page of the application related to the robdificate. In this context
the robot certificate has been requested to rumphiytogenetic application,
thus after login he/she is redirected to the MrBaymme page. For this
purpose some dedicated services have been desigddchplemented into
the GENIUS portal to allow users to specify inpettings before sending
parallel instances of MrBayes jobs to the Grid.i8es, in order to enhance
the reliability and the performance of the architee, the support for the
submission/re-submission of a large number of jobsan almost
unattended way has also been introduced (bottot ingthe figure). This
tool is based on the concept of “task” to be exatuf{De Sario et al.
2009). The entire problem is first subdivided into elenaey tasks, then all
the tasks are inserted into a DB server. In thengsgion phase all the jobs
are completely identical. Only when the jobs laadd starts executing on
a worker node, it requests to the central DB a tagkxecute. Information
on the execution of each task is logged into thgraeDB. Only if all steps
are correctly executed by the job, the status af garticular task on the
central DB is updated to “Done”. In this way thenttal DB provides a
monitoring of the task execution and no manualrimstion is required to
manage the re-submission of the failed tasks. Taglsh are found in a
“running” state after a given time interval are sioered failed and
automatically reassigned to new jobs. Figure 2 shdiwe service
introduced into the portal to query the centralabase of the Job
Submission Tool and monitor users’ tasks. Thisiserwased on HTML,
XML, JavaScript and PHP refreshes data every 5 tefnu
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(http://www.glite.org) services such as: the LFC File Catalog and Data Fig.2— View of the task monitoring system.

Management System, Storage Elements, Workload Msnagt System
and X.509 certificates. The client side is représgnby a user's
workstation running a web browser (bottom left fve figure). The server
side is represented by a gLite User Interface (hdrhine, equipped with
the latest stable release of middleware servicesibonit jobs and manage
data on Grid, the Apache Web Server, the Java/XMitap framework
EnginFrame ffttp://www.enginframe.com/docujndeveloped by NICE Srl

The completed tasks obtained at the end of the/sisare stored in a Grid
Storage Element (SE) and then downloaded locallthan user's home
directory by means of a pop-up service. The resfilthe computation can
then be used to display the phylogenetic tree thittd party software like,
for example TreeViewX
(http://darwin.zoology.gla.ac.uk/~rpage/treevielvx/
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Fig. 3— Display of the phylogenetic tree with TreeViewX.

3 RESULTS

The adoption of a personal certificate to accessl @Grsources has
represented so far a limiting factor for the repteading of the Grid
paradigm in many types of researches. Many setsnéire interested in
using Grid as a tool to solve their computing peofd and speed up the
production of scientific results but the basis ofhe Grid Security
Infrastructure risks to discourage many of thene bhnefits introduced by
the GENIUS portal and robot certificates in LifeiSces are far reaching
because they can contribute both to effectivelyucedthe scientific gap
requested to access Grid infrastructures and miageatioption of this
technology transparent not only to biologists bigoato many other
scientific communities. The solution presented s tpaper has been
successfully evaluated and adopted by differencBifbunded projects. In
the context of the e-NMR projechtfp://ww.enmr.ey/ the HADDOCK
web portal fittp://www.haddocking.el/makes use of robot certificates
issued by the Dutch CA according with the VO Porfallicy draft
documented by the Joint Security Policy Group (JSBGEGEE. The
portal gives access to information-driven dockirtgvarious levels of
expertise, from an easy to a guru interface pragdull control on the
docking parameters. The GridSPM is another webap@@orradi et al.),
that allows the statistical analysis of SPECT aritll Rerebral images
through the  Statistical Parameter Mapping (SPM) tesys
(http://www.neuroinf.it/medico/Analisy/ Finally, in the context of the EU
co-founded GRIDCC  Http://www.gridcc.orgy and DORII
(http://www.dorii.eu) projects, ELETTRA (fttp://www.elettra.trieste.it/
has developed the Virtual Room (VCRitto://www.dorii.eu/middleware,

a grid portal which allows users to interactivebntrol remote Instruments
Elements and supports both user and robot cetéfca
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