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Preface

ESWC is the leading European conference on theory, practice and application of
Semantic Web technologies, constantly attracting a large number of high quality
submissions from both academia and industry. In addition to its plenary scientific
sessions, the conference includes a Ph.D. Symposium to allow doctoral students
to present their work and obtain guidance from leading scientists in the field.
The ESWC 2008 Ph.D. Symposium took place in Tenerife – Spain, on June

2, 2008. We received this year a total of 34 contributions, proving once again
the sustained attention raised by Semantic Web technologies. The contributions
originated from all over the world, with a majority coming quite naturally from
Europe. Asia, the United States, South America, and Northern Africa were all
represented as well.
Each of the submissions we received was thoroughly reviewed by at least

two reviewers from the Program Committee (see below). The contributions were
evaluated in terms of innovation, scientific soundness, clarity of presentation,
and potential impact. We decided in the end to accept nine papers for regular
presentation, and seven papers as posters. The present proceedings collet the
five-page abstracts of all accepted contributions.
The success of the symposium is heavily dependent on the benevolent con-

tribution of the members of the Program Committee, both for the reviewing
phase and during the event itself. We would like to take the opportunity to
heartily thank once again the Program Committee members and the additional
reviewers for their outstanding work. At this point, we would also like to express
our gratitude to the local organizing committee of ESWC 2008, whose help was
instrumental in setting up the event. Finally, we would like to thank the Okkam
project (http://fp7.okkam.org/) for sponsoring the event and STI International
(http://www.sti2.org/) for its help in organizing the symposium.

June 2008
Philippe Cudré-Mauroux

ESWC 2008 Ph.D. Symposium Chair
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Towards Semantic Web-based 

Adaptive Hypermedia Model 

Martin Balík, Ivan Jelínek 

 

 
Department of Computer Science and Engineering, Faculty of Electrical Engineering 

Czech Technical University 
Karlovo nám�stí 13, 121 35 Prague, Czech Republic 

balikm1@fel.cvut.cz  

Abstract. At present, most hypermedia systems display the same content for all 
users. To allow users working effectively, we need adaptive personalization. 
We are developing a general model for adaptive hypermedia that should 
provide a formal description and allow simple development of such systems. 
We use an innovative approach of utilizing Semantic Web technologies to 
enable data reuse and system interoperability. In this work we give the 
description of the research problem, introduce our General Ontological Model 
for Adaptive Web Environments (GOMAWE), demonstrate experiments used 
for evaluations and indicate the steps leading to completion of the work.  

Keywords: adaptive hypermedia, personalization, user modeling, general 
model, formal description, e-learning, Semantic Web, ontologies, 
interoperability. 

1   Introduction 

Humans constantly monitor the world around them. Computers, however, are built to 
do what they are told to do, nothing more, and nothing less. Generally, computers do 
not exhibit such modeling behavior as humans do [1]. Adaptive systems should 
remedy this by storing a user model containing each user’s preferences. User adaptive 
systems perform incremental behavior analysis to model the user and using the stored 
information the adaptation is performed. 

Many researchers are working on the development of solutions for content and 
navigation adaptation of hypermedia spaces. Adaptive systems are mostly used in the 
fields of e-commerce or e-learning. Several models have been proposed for the 
description of adaptive hypermedia architecture. However, most of the current 
systems are developed using ad-hoc approaches and as a result are unable to 
cooperate and reuse their data. 

Our work is motivated by the state of the art in the area of adaptive hypermedia 
systems. There are still shortages which need to be addressed. One obvious problem is 
that authoring of adaptive system is a difficult task. Therefore we need automatic 
authoring techniques. The next problem is related to the reuse and exchange of data. 
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Current systems do not store the data in a machine-understandable way, which makes 
data reuse and collaboration impossible. This is where the latest research started to 
utilize semantic web technologies in the context of adaptive personalization. 

We would like to be able to create good adaptive systems with the ability to reuse 
data and cooperate with each other. This includes more individual problems. We can 
define these problems as research questions which will be answered through the 
results of our work. 

 
� How to create a user adaptive system? 
� How to store the data within the system to enable their reuse and interchange? 
� How to evaluate the user adaptive system? 
 
A strong formal theory of adaptive hypermedia is needed to correct the 

aforementioned shortcomings. Such theory is still missing, although the first attempts 
have been made [2], [3]. We want to use Semantic Web to define a formal description 
of adaptive systems and throughout our work we want to answer the research 
questions based on such theory. 

2   Related Work 

Personalization is the activity where a system is changed to conform better to the 
user. This is typically performed by explicit user actions (e.g. preference screen). 
Opposed to this, adaptive personalization means that the user’s actions are observed 
by the system and used to base a user model. Data in the user model is used to 
personalize the presented information. 

Several approaches can be used to personalize the information presented to the 
user. In adaptive hypermedia that our research is focusing on, the content of regular 
pages can be adapted (content-level adaptation) as well as the links from regular 
page, index pages, and maps (link-level adaptation). The overview of the adaptation 
techniques can be found in [4], [5]. 

The user model is a representation of information about an individual user that is 
essential for an adaptive system to provide the adaptation effect. We can classify user 
models along three layers: what is being modeled, how this information is represented 
and how different kinds of models are maintained [4]. Important user features to be 
modeled are the user’s knowledge, user’s interests, user’s goals, cognitive styles and 
context of the user’s work. For the development of personalized web there have been 
designed several models. In our work we analyzed the most known of them and we 
compared their features [5]. 

Semantic Web technologies have begun to creep into use in the hypermedia 
applications. These technologies are becoming popular in the field of adaptive 
hypermedia, because they provide means to overcome the interoperability problems 
connected with current adaptive systems. Improved solutions will be based on 
ontologies and also take into account existing standards. 
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3   Contributions 

The aim of our work is to develop a formal model for adaptive web systems and a 
methodology for the development of adaptive systems based on this model. In our 
previous work we have analyzed the most desirable requirements of good adaptive 
systems which are missing in most of the current systems. Based on these 
requirements we have extended the modeling loop of adaptive systems [5]. We based 
our work on the GAM [1] foundations and we intend to make it a powerful tool for 
designing adaptive systems, by extending this model with new functions, new 
approaches and Semantic Web technologies.  

We will introduce the General Ontological Model for Adaptive Web Environments 
(GOMAWE1). The GOMAWE is a model based on the semantic data representation. 
Such representation can be utilized by machines in process automation, data 
integration and reuse of knowledge across applications. The machine understandable 
contents are called metadata and their semantics can be specified using ontologies. 
Ontologies play an important role in the Semantic Web as they provide a common 
shared model to represent a domain and to reason about the objects in the domain. 

The architecture of GOMAWE can be divided into several layers as depicted in 
Fig. 1. Important part of the model is the storage layer. The data structure is 
represented by an ontology, which enables the storage of metadata together with the 
data. Furthermore, the ontology is not a monolithic detailed ontology, but the data 
structure consists of multiple lighter weight ontologies, which can be used together. 
These ontologies should be independent, modular and layered. The user model is in 
fact an overlay model consisting of instances of objects described by the ontologies. 

 

 

Fig. 1. Overview of the General Ontological Model for Adaptive Web Environments 
 

                                                           
1 Gomawe is a New Caledonian god who created humans. Similarly, our model will be used to 

create adaptive web systems for humans. 
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To query for information from ontologies we have reasoning mechanisms derived 
from the description logic. However, we need rules to make further inferences and to 
express further relations not provided by the ontological reasoning. A rule is formed 
by an event, a condition and an action to be performed. Selected ontologies appear as 
layers on the dimensions of a multidimensional matrix. This was inspired by the 
semantic framework proposed by Italian researchers in [6]. Multidimensional matrix 
structure is used to select corresponding rules and thereby infer further information 
not included in the user model. 

 

 

Fig. 2. Multidimensional matrix example (three dimensions) 
 
The basic idea of the matrix is that the rules can be defined on the points of 

intersection between planes. The rule specifies classes of properties of classes that 
contribute to define the value of the inferred feature. For demonstration, let’s assume 
situation on adaptive music web portal (Fig. 2). We will consider the following 
ontologies: user characteristics, environment description and user’s actions. Then we 
can provide a rule that defines the property user’s preferred music genre as an 
intersection of the planes. 

4   Evaluation 

To verify the theory, we need to perform experiments and implement a system based 
on this theory. This is an important step for making the model exercisable in practice. 
In the first phase of our research we have focused on the field of e-learning and 
developed ontologies of course materials and student progress in the course. We have 
also experimented with the tools for accessing the ontology data such as RDFReactor, 
RDF2GO and Jena semantic framework. Based on these experiments we are now 
developing a fully functional adaptive web portal. This web application is written in 
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java language, is based on MVC architectural design paradigm, utilizes the Spring 
framework and the above mentioned tools to access ontological data in the database. 
With a functional adaptive system based on our model, we will have the possibility to 
perform further experiments. 

5   Work Plan 

Our work should be heading towards the development of a general model for adaptive 
hypermedia systems. We have identified six important steps leading to completion of 
our work. 1. We have analyzed requirements of adaptive systems. 2. We have 
proposed a general model for adaptive systems in correspondence with the 
requirements. 3. We have defined fundamentals of the formal description, which will 
be extended in our future work. Now is the appropriate time for the next step. 4. We 
are implementing a prototype hypermedia system based on the theoretical model. It 
will serve for further experiments and model verification. 5. During the experimental 
implementation we will define a methodology for the development of adaptive 
systems. 6. The last step of our work will be the evaluation of the experimental 
system to verify our theoretical proposals. 

  
Acknowledgments. This research has been supported by MSMT under research 
program No. 6840770014. This research has been supported by the grant of the Czech 
Grant Agency No. 201/06/0648. 
 
The results of our research are part of the work of a special research group WEBING 
(http://webing.felk.cvut.cz). 

References 

1. de Vrieze, P.T., van Bommel, P., van der Weide, T.P.: GAM: A Generic Model for 
Adaptive Personalisation. Technical report: ICIS-R06022, Radboud University Nijmegen 
(2006)   

2. de Vrieze, P.T.: Fundaments of Adaptive Personalization. PhD Thesis, Radboud University 
Nijmegen (2006) 

3. Bureš M.: Formal Description of Adaptive Hypermedia System. PhD. Thesis. Faculty of 
Electrical Engineering, Czech Technical University in Prague. Czech Republic (2006) 

4. Brusilovsky P., Millán E.: User Models for Adaptive Hypermedia and Adaptive Educational 
Systems. In: Brusilovsky, P., Kobsa, A., Nejdl, W. (eds.) The Adaptive Web, LNCS, vol. 
4321, pp. 3--53. Springer, Heidelberg (2007) 

5. Balík, M., Jelínek, I.: General Architecture of Adaptive and Adaptable Information Systems. 
ICEIS Doctoral Consortium, Funchal, Madeira – Portugal, pp. 29--34 (2007) 

6. Carmagnola F., Cena F., Gena C., Torre I.: A Semantic Framework for Adaptive web-based 
Systems. In Proceedings of SWAP 2005, the 2nd Italian Semantic Web Workshop, Trento, 
Italy, CEUR Workshop Proceedings, ISSN 1613-0073 (2005) 

5



Techniques to Produce Good Web Service
Compositions in The Semantic Grid

Eduardo Blanco

Universidad Simón Boĺıvar,
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Abstract. The Grid has emerged as a new distributed computing in-
frastructure for advanced science and engineering. It aims at enabling
resource sharing as means to facilitate a problem-solving approach for
dynamic environments that is based on the integration of available re-
sources. Wide agreement that a flexible Grid is not possible without
the support of semantic technologies, has lead to the term “Semantic
Grid“. Transparent service composition has a great potential to facilitate
the integration of Web Services deployed in the Grid. However, discov-
ering, dynamically composing and optimizing large-scale Web Services
(e.g., in the rank of 1,000 to 100,000 services) is a challenging problem.
We approached the problem of Web Service compositions in the Grid
as an optimization problem, in which for a given request a good plan
has to be generated. In this work, we propose the definition of several
optimization strategies to identify good orderings of Web Service com-
positions.

1 Research Problem

TheGrid provides the protocols, services, and software development kits needed
to enable flexible, controlled resource sharing on a large scale. Automatic discov-
ery and coordination of services in the Grid is not only desirable, but necessary.
Users need tools that assist them on taking full advantage of the possible large
number of available services. Any form of automated composition needs an infras-
tructure where all resources are adequately described in a machine-processable
form. Semantic Web technologies provide the means to incorporate such de-
scriptions to the Grid infrastructure leading to the Semantic Grid. Thus, it is
possible to apply Semantic Web technologies in grid-computing developments.

Numerous efforts have focused on the task of service discovery andWeb Ser-
vice composition (the WSC problem). However, few have addressed the problem
of identifying efficient Web Service compositions in a large-scale scenario, as
the one presented in the Grid vision [1]. In such scenarios, the association
among services may be extremely complex, and the search space of possible
Web Service compositions could be very large. In consequence, the task of
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2 E. Blanco

finding an optimal plan could be not feasible in real time; thus, our objective is
to find sub-optimal plans in a reasonable time.

In Grid platforms requests are usually scheduled as batch processes, and
real time constraints are relaxed. Thus, it is possible to do a greater exploration
of the space of possible Web Service compositions, while the batch process is
waiting to be evaluated.

On the other hand, some Grid resources can only be accessed at certain
times. It may be required to incorporate into the space of alternatives, the possi-
bility of executions where intermediate results are stored and retrieved according
to time restrictions. In other words, all services used by a plan do not need to
be available at the same time.

In this work, we propose the definition of optimization strategies to iden-
tify good orderings of Web Service compositions in large-scale Web Ser-
viceenvironments, e.g., in the rank of 1,000 to 100,000 available services. These
strategies will follow different meta-heuristics to explore the space of possibili-
ties, while minimizing the estimated evaluation cost. We have already defined
two strategies that prune the space of possibilities. Our initial results show that
the compositions identified by our algorithms, are close to the optimal solution.

2 Related Work

The problem of identifying a good WSC in the Grid is related to problems that
have been studied in query optimization and WSC. In this section we consider the
main related approaches in each of these areas.

In the context of the Web, several strategies have been presented to identify
good evaluation plans where sources have limited query processing capabilities;
then, the optimizer task is to identify a good ordering of the sub-goals of a query
where limited processing capabilities of each considered source, are satisfied [2,
3].

Typically, existing approaches achieve the challenge of identifying good plans
by representing query capabilities as binding patterns and using these patterns
and meta-heuristics to traverse the space of source plans. Each sub-goal in the
query is rewritten in the plan by using sources that define the sub-goal; limited
processing capabilities of the sources are satisfied in the plan with query bindings
or attributes projected out by previous sources in the plan.

The WSC problem has been extensively treated in the literature, and diverse
solutions that take advantage of AI techniques and Search Meta-Heuristics, have
been proposed. First, in the context of AI, the WSC problem has been represented
as a planning problem where actions to be taken by the planner are defined in
terms of service preconditions and effects.

The description of a planning domain includes a set of planning operators and
methods that establish the way a task can be decomposed into smaller subtasks.
The description of a planning problem contains an initial state as in classical
planning. Instead of a goal formula, there is a partially-ordered set of tasks to
accomplish. Planning proceeds by decomposing tasks recursively into smaller and
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Good Web Service Compositions in the Grid 3

smaller subtasks, until primitive tasks, which can be performed directly by using
one planning operator, are reached. For non-primitive tasks, the planner chooses
an applicable method, instantiates it to decompose the task into subtasks, and
then chooses and instantiates other methods to decompose the subtasks even
further. If the constraints on the subtasks or the interactions among them prevent
the plan from being feasible, the planning system backtracks and tries other
methods.

As any planning problem, the approach presented in [4], requires the for-
malization of the domain-dependent control knowledge in the planner. Thus,
a domain expert is needed in order to achieve good performance in real-world
domains.

An approach that uses Answer Set Programming is presented in [5]. It shows
that service descriptions can be expressed in a rule based language that allows
to search a repository efficiently and to build solutions that solve a goal with
respect to soft and hard constrain. The author reports that the solution performs
very well in this rather simple domain. It defines a simple cost function instead
of a utility function. Its strength is that it provides means to gain all solutions
for a given problem despite the cost of computation time and space. He states
that dedicated software employing fast heuristic algorithms could rapidly find a
good solution for user requests in much reasonable times.

In the context of Search Meta-Heuristics, the SAM (Service Aggregation
Matchmaking) algorithm is defined [6]. It makes use of an OWL-S ontology,
and explicitly returns a sequence of atomic processes that need to be executed
in order to achieve the desired result.

SAM follows a greedy approach in which only one sub-plan is generated in
each iteration. In each sub-plan, a sub-set of the output attributes is produced
considering some of the bindings given in the query. The algorithm ends when
all the output attributes are produced. In terms of time, SAM is able to scale
up in environments with a moderate number of services (e.g., in the rank of
100 to 200 services). However, since SAM does not consider any cost metric or
optimization criteria to compose the services, plans produced by SAM may be
costly. To exacerbate this problem, SAM may add processes to the plan that
are not needed to produce the output required by the user. Thus, the quality of
generated plans may be far from optimal.

Semantic Grid [7] is an infrastructure where it is possible to apply Se-
mantic Web technologies in grid-computing developments [8, 9]. In the context
of Semantic Grid, the project ARGUGRID [10] provides a new model for
programming the Grid; it uses argumentative agent technology and semantic
descriptions to facilitate the dynamic composition of services.

Finally, in [11], the WSC problem is defined as a planning problem where a
workflow is generated automatically. It takes as inputs the desired data products,
and the planner uses heuristic control rules to identified a high-quality solution.
Plan quality is measured with respect to a global utility function that does not
represent the dynamic properties of Grid environments.

8
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4 E. Blanco

3 Contributions

We hypothesize that if there is a large number of Web Services published in
different sites then, services’ performance may vary. Thus, it is imperative that
solutions to the WSC problem consider an estimate of the service evaluation cost.
This cost is used to prune the space of possibly costly plans of services, and to
identify the service composition with the lowest estimated cost.

We propose solutions to the WSC problem for large-scale platforms, e.g.,
Grids. These solutions will be adapted to consider the dynamic characteristic
presented in such platforms. In particular, we address the problem of selecting
and coordinating services that satisfy some of the constraints presented in the
Grid, while the evaluation time is minimized.

Plans will be generated considering the time constraints of Grid resources.
Thus, we will incorporate into the space of alternatives, the possibility of exe-
cutions where intermediate results are stored and retrieved according to these
constraints.

4 Evaluation

To validate the quality of our techniques, we plan to conduct experimental stud-
ies that compare our approach against some of the existing projects. We propose
to use at least two available test sets - EEE05 and ICEBE051.

We will also analyze the performance of our solutions in real-world scenarios.
For this, we will generate a large number of ontological Web Service descrip-
tions for a given scientist community. WSBen[12] is a tool able of automatically
generate sets of WSDL service descriptions. WSBen is inspired by extensive studies
on real Web Services and therefore, it is designed to support various network
topologies and distributions. We will extend this tool to generate ontological
service descriptions.

5 Work Plan

We consider that the project can be achieved within the following stages:

1. We propose approaches that adapt some optimization techniques to the WSC
problem. We have already defined two extensions to the algorithm SAM.
Initial results show that the extensions are effective. In terms of plan quality
and optimization time, our generated plans, outperform results produced by
SAM [13].

2. We will extend WSBen to generate large sets of ontological Web Service
descriptions.

3. We will propose cost models and test them with the generated sets; we will
study the behavior of our approaches using different distributions and Web
Service inter-relations.

1 They are available at http : //www.comp.hkbu.edu.hk/ ctr/wschallenge/news.html#dataset
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Good Web Service Compositions in the Grid 5

4. We will evaluate existing strategies proposed to discover and compose ser-
vices in The Semantic Grid.

5. We will enrich the service composition algorithm and the cost models with
the experiences on Semantic Grid. In this sense, it is mainly important to
consider the dynamic characteristic of grid platforms.
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Metadata goes where Metadata is: contextual networks in
the photographic domain

Rodrigo Fontenele Carvalho
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Abstract. Realizing the potential of digital  media within the Semantic Web,
relies  on  the  existence  of  detailed,  semantically  unambiguous  metadata.
However,  in  the  domain  of  personal  photography  within  family  centered
communities, the generation of such metadata remains an unsolved issue. This
paper introduces a solution to this problem based on exploiting the existence of
strong semantic  connections among photographs and entities  specific  to the
user's  context.  In  particular,  three  scenarios  where  this  approach would  be
useful are discussed such as:  (1)  the reuse of existing metadata in order to
generate  more  semantic  metadata  for  unannotated  photographs,  (2)  taking
advantage of the  connections  among photographs to  enhance  search over  a
user's collection and (3) the support for communities by an external framework
allows the use of image-based communications (e.g. sharing) to aid in metadata
generation by reinforcing the connections across multiple graphs.

Keywords: photograph, metadata, semantic web, social web, context, graph

1   Introduction

In order to realize the potential of digital media within the Semantic Web, detailed
and semantically unambiguous metadata (i.e. data about data)  is needed, as it will
provide the handles that will enable automated agents to interact with the external
world  to  perform  the  more  tedious  tasks  of  finding,  sharing  and  combining
information on the web [1].

In  the  domain  of  personal  photography,  and  more  specifically  within  family
centered communities, there is a growing need to exploit the existence of semantic
metadata for facilitating the management of photographic collections. However the
issue of generating such metadata for photographs remains unsolved.

The development of an approach that tackles this problem in the domain of family
photography presents one main challenge: the use of  appropriate data capture and
reuse strategies. This challenge has not only been previously referred to as a crucial
step  to  the  wider adoption  of  the  Semantic  Web  [2] but  is  also  key  in  personal
photography as previous studies by Frohlich et al  [3], and Miller and Edward  [4],
have found that users in this domain are unlikely to make extensive contributions to
generating semantic metadata about their ever expanding photographic collections. 

Furthermore,  offering  great  affordances  for  image-based  communications  (e.g.
sharing) is an important requirement for this domain. The importance of this has only
become clearer over the past years with the observation of an ever increasing number
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of  users  that  take  advantage  of  web  applications  that  enable  the  sharing  of
photographs and associated metadata via direct or indirect social interactions1.

To address the issue of generating semantic metadata for personal photographs in
the family domain an approach is proposed that assumes that (1) although users are
unlikely to generate semantic metadata for their entire photographic collection, it is
likely that some such metadata be generated for key images within a collection [5],
and (2) photographs and entities specific to the user's context share strong semantic
connections.  By taking an approach based on directed graphs to representing and
integrating  user  generated  content  with  their  social  and  physical  environment,  a
Context Network can be created for modeling among other things: the content of
photographs  as  well  as  user  input  (direct2 or  indirect3);  user  acquaintances  (e.g.
friends and genealogy tree), familiar locations and social interactions; automatic input
from capture devices such as GPS coordinates, Exif and accelerometer data4.

By taking advantage of the data structure formalization offered by ontologies to
represent such context networks, the existing link structure between photographs and
other context specific entities can be explored. More specifically, this can be targeted
at facilitating the inference of detailed and semantically unambiguous metadata from
the reuse of  metadata that has been previously associated with other nodes in the
graph (i.e. photographs). Another advantage of representing this data as a directed
graph include improved searching capabilities over the photographic collection.

While the requirement for image-based communications is not directly addressed
by  the  approach  proposed,  it  can  be  implemented  externally  by  a  supporting
framework. The social interactions between users that are triggered by the sharing of
photographs can then be explored for the generation of semantic metadata.

The following sections introduce related work, details how the approach addresses
the  issue  of  semantic  metadata  generation as  well  as how it  enhances search and
capitalizes on the sharing of photographs for the generation of semantic metadata.

3   Related Work

Recent work in this area demonstrates different approaches for tackling the problem
of metadata generation. Systems such as Photocopain [6] and MediAssist [7] rely on
cheap contextual information as well as active human input for automatically or semi-
automatically  inferring  textual  metadata  about  the  image  contents.  The  use  of
collective  input  about  a  particular  resource  in  order  to  make  similar  metadata
suggestions for previously unseen resources has also been explored in AktiveMedia
[8]. The application of human computation for annotation tasks has also been well
researched, and can be exemplified by the game-like platform seen in [9]. 

The  appearance  of  the  Web  2.0  (i.e.  support  for  social  interaction  and  user
generated content) has also motivated the creation of many photography applications

1  Flickr (http://www.flickr.com), Zooomr (http://www.zooomr.com), Riya
(http://www.riya.com), MyHeritage (http://www.myheritage.com)

2  Direct user input includes any user interaction that has  the explicit  intent of generating
photographic metadata such as adding captions, placing photographs on a map, etc.

3  Indirect user input includes any user interaction whose intent is not directed towards the
generation of metadata, such as sharing photographs with other family members.

4  http://en.wikipedia.org/wiki/Accelerometer
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(e.g. Flickr, Facebook5) that make use of active human input about photographs in the
form of tags, comments or other annotation types (e.g. geographic, face, object, audio,
etc). Others use input from the capture device or from processing the medium to infer
data such as the geographic location (e.g. ZoneTag6) or face detection and recognition
(e.g. Riya, MyHeritage.com7) for creating folksonomies of image metadata.

These approaches however miss out on the integration of the context of images as
well  as  their  owner's  social  environment8 in  generating  semantic  metadata  for
representing photographs. This network of data gives essential clues as to what kind
of metadata is likely to be relevant and not using it in an integrated manner can be
very  limiting.  For  instance,  in  processing  semantic  captures  such  as  Ben  Nevis,
contextual information about the photograph and the user can help determine whether
the entity refers to the Scottish mountain or a person (e.g. does GPS data show the
photograph was taken in Scotland? Does the user know anyone called Ben Nevis?).

4   Proposed Approach

The approach proposed for facilitating the  generation of  photographic  metadata is
founded on the  notion that data  mining requires taking into account  not  only the
features of the entities of interest, but also the underlying structure of the data [11,10].
Its relation with the Semantic Web comes from a clear parallel that exists between
such data structures and those imposed by the latter. Coupling graph based algorithms
with the highly interlinked nature  of RDF data is therefore not only natural but a
sensible approach to developing novel techniques within this field of research.

Metadata  Generation.  For  addressing  the  problem  of  metadata  generation,  the
approach relies on a single core principle: “a little metadata goes a long way.” This
principle  is  based  on  the  assumption  that  users  often  provide  metadata  for  key
photographs in their collections and addresses the challenge of making appropriate
reuse of existing semantic metadata for the generation of more semantic metadata for
unannotated photographs.

Fig.  19 exemplifies  a  situation  commonly  found  in  a  person's  collection  of
photographs: higher proportion of unannotated images than annotated ones. By taking
advantage of strong semantic connections between the seed image and other images

5  http://www.facebook.com/
6  http://zonetag.research.yahoo.com/
7  http://www.myheritage.com/
8  This includes with whom a photograph has been shared, the user's closer acquaintances,

familiar locations or even the similarity with other photographs in the same set.
9  Images contributed by Flickr user Fernweh.

Fig. 1: Only the first image in this series contains textual metadata – Everest trek.
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in the same collection, as well as information in the context network, and applying
algorithms  that  explore  not  only  the  links  between  these  images  but  also  the
similarities between them [10] (e.g. visual similarity, closeness in time and GPS data),
the  information that  is  known about the seed image could be  propagated to other
neighbouring nodes (i.e. the other two images).

Searching.  The  existence  of  a  graph  with  strong  semantic  connections  between
entities can also be explored for use in the retrieval of photographs. Queries based on
keywords  or  visual  similarities  could  be  used  for  retrieving  base  images  from a
collection, and the context network commonly shared between these could be used to
discover other resources that are also likely to be relevant but that may not share the
exact same metadata as the base images. This would enable keyword queries to return
images that have no textual metadata or content based10 queries to return images that
are  conceptually  similar  but not  necessarily visually  similar.  For  instance,  a  seed
image of a predominantly orange sea at sunset would not prevent images from the sea
at  sunrise  to  be  retrieved in  the  same result  set.  Similar  approaches  have  shown
promising results in the domain of video retrieval [12].

Sharing.  The  requirement  that  any  technique  or  tool  developed  for  the  family
photography domain offers image-based communications can be turned into a feature
of this approach. Intuitively, in a directed graph, data points (i.e. photographs) would
be represented as both annotated and unannotated nodes and the edges between them
are weighted so that the closer the nodes are according to a distance metric, the larger
the weight of their connection. The social aspect of image sharing would play a vital
role in controlling the weights between nodes from different graphs by modelling a
direct relationship between people's social clique and each edge weight. That is, the
stronger the social clique between people, the more likely it is that their images will
influence the semantic metadata in each other's collections. The benefits of this would
then be twofold: (1) for predicting who is likely to be interested in a specific image;
(2) for using the information in other people's RDF graph to increment a user's graph.

Making predictions about who may be interested in any one specific photograph
within a  user's  collection would involve  an analysis  on the  link strength between
nodes in the  context network of  photographs in two collections. The images with
stronger links given by their contextual similarity as well as the user's social clique
can be proposed for sharing.

An extension to the metadata generation approach, where nodes that have stronger
links should be attributed similar semantic metadata, can be proposed for allowing the
graph from two separate  users to influence the  semantic  metadata  of  each other's
photographs. By using the social clique between people as a control variable on the
weight of node edges, an approach similar to semi-supervised learning, such as label
propagation [10], can be used in the context of the social interaction between people.
For instance, if a user tends to share a lot of photographs with his family, the weights
between similar nodes across graphs in this community should reflect this fact. The
contrary would happen with, for example, work colleagues who you don't usually
share anything with.

10  CBIR
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5   Evaluation and Work Plan

The  evaluation  of  the  results  obtained  for  this  work  will  depend  largely  on  the
collection of a corpus of photographs that is representative of the domain together
with any associated metadata. It is envisaged that the use of a mixture of sources from
the web (e.g. Flickr, Facebook, etc.) as well as directly from human users will be
enough to provide a  good sized heterogeneous  corpus.  This will  not  only aid the
development of an approach that is valid in the real world, but also the testing of any
algorithm that is derived from this work in terms of its accuracy.

It  is  also  possible  that  some  user  based testing  may  be  necessary in  order  to
determine the level of satisfaction that is achieved by using this approach.

Some of the work that has been achieved so far involved an experiment related to
capturing semantics from photographic descriptions contained within a large corpus
of photographs from Flickr. For more details see [5].

Future  plans include developing a preliminary model of  the context network as
well  as  experimenting  with  the  graph  based  approach  detailed  previously  for
propagating metadata from annotated photographs to unannotated ones according to a
user's context network.
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1 Research Problem

It is a common scenario for the business environment that one process needs to commu-
nicate with another process, in order to fulfill its goal. For example, the simple action of
paying a bill to a service provider can be seen as two processes that are communicating:
one process is defined by the client, its own steps to be taken for paying the bill; the
other one belongs to the service, the sequence of activities it performs in order to obtain
the payment. If a bank is also involved (which is currently the case in most of this type
of situations), we can even talk of three different processes performed by three different
entities in order to obtain the final result: the bill had been paid.

The problem addressed by this thesis is how two (or more) processes can success-
fully interact in order to accomplish a common goal. The processes considered are se-
mantically defined and any inputs and outputs of a process needs to also be represented
using an ontology.

This thesis addresses the problem of solving heterogeneity mismatches between
previously defined processes. The assumption made is that the processes should not ad-
just in order to match the processes they want to interact with, from various reasons.
Either they are involved in more than one interaction, and this adjustment will damage
those, or the business partner owning the processes simply does not want to change any-
thing. In this case, the communication can be hampered even if all the data is available
[2].

This thesis makes the distinction between two different heterogeneity problems:
process model heterogeneity and communication heterogeneity. In the first case, the
processes are incompatible, that is no automatic solution can be developed for over-
coming the heterogeneity problem. In this situation the inputs of a business expert are
needed, and the process mediator will have to provide semi-automatic support for the
domain expert. In the second case the processes are compatible, the mismatch existing
only on the message exchange level. In this case the process mediator can provide a
completely automatic mediation solution. An example of mismatch that can not be au-
tomatically solved is when one process expects a message that the other one will never
send. In this case the domain expert can select a third process that will generate that
message, or manually create it.

The first step for process mediation is to determine the nature of the problem, if it
can be solved automatically or not. The heterogeneity problems that can be automat-
ically solved are called solvable (or communication) mismatches, while the ones that
require domain expert interactions are called unsolvable (or process model) mismatches
[1].
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2 Related Work

Process mediation is still a poorly explored research field, in the context of Seman-
tic Web Services. The existing work represents only visions of mediator systems able
to resolve in a (semi-) automatic manner the processes heterogeneity problems, without
presenting sufficient details about their architectural elements. Still, these visions repre-
sent the starting points and valuable references for the future concrete implementations.

Two integration tools, Contivo1 and CrossWorlds2 seemed to be the most advanced
ones in this field.

Contivo is an integration framework which uses metadata representing messages
organized by semantically defined relationships. One of its functionalities is that it is
able to generate transform code based on the semantic of the relationships between
data elements, and to use this code for transforming the exchange messages. However,
Contivo is limited by the use of a purpose-built vocabulary and of pre-configured data
models and formats.

CrossWorlds is an IBM integration tool, meant to facilitate the B2B collaboration
through business processes integration. It may be used to implement various e-business
models, including enhanced intranets (improving operational efficiency within a busi-
ness enterprize), extranets (facilitating electronic trading between a business and its
suppliers) and virtual enterprizes (allowing enterprizes to link to outsourced parts). The
draw-backs of this approach is that different applications need to implement different
collaboration and connection modules, in order to interact. As a consequence, the inte-
gration of a new application can be done only with additional effort.

3 Contributions

The main contribution of this thesis is the development of a semantic process mediation
solution. This overall accomplishment consists of a number of smaller contributions:

1. Identification and formalization of a set of atomic problems that can be auto-
matically solved by a mediator (solvable or communication mismatches), as well as
identification of a set of problems that can not be automatically overcome (unsolvable
or process model mismatches).

2. Development of a run-time process mediator able to address the solvable mis-
matches.

3. Development of a design-time process mediation for allowing the domain expert
to accommodate for the unsolvable mismatches.

4. Development of a comprehensive architecture for process mediation.
Because of space constraints this extended summary of the thesis contains only

details of how the formalization and of the algebra developed in the thesis.

3.1 Notations and Definition

The service mediator performs an automatic analyze of the two processes involved in a
communication. The internal decisions taken inside any of the processes are not relevant
1 http://www.contivo.com/
2 http://www.sars.ws/hl4/ibm-crossworlds.html
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in this case, the mediator operating on the level of messages sent and received during
the actual communication. In this sense it can be considered that the mediator operates
on one particular branch of each process involved in the communications. That is, if
depending on one condition one of the processes can perform one activity or another,
the run-time mediator sees only the result of evaluating that condition, only the activity
that is performed.

Furthermore, in a semantic environment the messages are important only from the
point of view of the semantic information they carry. This information consists of in-
stances of concepts defined in an ontology used in the description of the process (in
the process model). If the process description specifies that message M1 contains in-
stance I1 of concept C1, the mediator understands this as M1 consists of an instance
of C1, or in other words an instance of C1 is being sent or received. The previous two
formulations are further simplified to Message C1.

If a message M1 consists of multiple instances of multiple concepts (C1, C2,... Cn)
it will be referred to as: message C1 and C2 and ... and Cn. This definition still holds if
multiple instances of the same concept are part of the same process, in which case the
message will refer to every one of these instances.

The notation used for denoting that message C1 is to be sent by a process is S(C),
while a message that should be received by a process is represented by R(C). For denot-
ing that a process should be either sent or received the notation used is A(C) (an action
for handling the message C). If the message carries more then one instance, of types
C1, C2,...Cn, this is denoted by A(C1+C2+...+Cn).

The order of messages is represented by using the symbol �.
The message sequence of a process P is represented as MS(P ). If P exchanges n

messages during a communication, then:MS(P ) = A(C1) � A(C2) � ... � A(Cn)
For representing the communication between two processes P1 and P2 the notation

MS(P1)
MS(P2)

is used.
The fractions for representing a communication can be decomposed in multiple

fractions, respecting the messages sequences of the processes involved in the commu-
nication.

If : MS(P1) = MS1(P1) � MS2(P1) and MS(P2) = MS1(P2) � MS2(P2)

then :
MS(P1)

MS(P2)
=

MS1(P1)

MS1(P2)
� MS2(P1)

MS2(P2)

Furthermore, the following terms are defined:

Definition 1. An Atomic Send/Receive (Atomic S/R) is considered to be that particular
fragment of a communication consisting of one process sending a message and the other
process receiving it.

Atomic S/R(C) =
S(C)
R(C)

or Atomic S/R(C) =
R(C)
S(C)

Definition 2. A Projection of a process, denoted by π(P ), is a derived process obtained
from P as the result transformations performed by the run-time Process Mediator.
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The communication between two processes is equivalent with the communication
between one process and the projection of the other process, which is denoted by the
symbol ≈.

MS(P1)

MS(P2)
≈ MS(π(P1))

MS(P2)

Definition 3. There is a Match between two given processes if the communication be-
tween them can be represented as a sequence of Atomic S/R.

The notation used for denoting that two processes P1 and P2 match is:

Match(P1, P2)

Definition 4. Two processes are considered to be Compatible if there is a Match be-
tween them or if every mismatch is at the message sequence level.

The notation used for denoting that two processes P1 and P2 are compatible is:

Compatible(P1, P2)

Both Match and Compatible relationships are symmetric.

3.2 Process Mediation - Lemmas and Theorems

A set of lemmas can be defined for obtaining the projection of a process, given its
message sequence. An example of such lemma is:

Lemma 1. For a given process P where MS(P ) = MS1(P ) � S(C) � MS2(P ),
a process P’ such as MS(P ′) = MS1(P ) � MS2(P ) is a projection of P (i.e.,
P ′ = π(P )).

A total of 8 lemmas are defined for governing the creation of the projections, based
on the message exchange sequence of all the processes involved in the communication.
All of them define the conditions under which the messages can be interchanged in
order to create projections.

Furthermore, the thesis defines and proves several theorems for the process interop-
erability, given the relationships between their projections. The most general one is:

Theorem 1 Any two processes P1 and P2 are compatible if and only if exist two pro-
jections Pn

1 and Pm
2 that match, where P i

1 = π(P i−1
1 ) and P j

2 = π(P j−1
2 ) where

1 ≤ i ≤ n and 1 ≤ j ≤ m.

As part of this thesis, a run-time process mediator able to apply the projections
described above for each process in respect with the process it communicates with was
developed. The appropriate projections are determined based on the exchange patterns
of the processes involved in the communication, involving a detailed analyze of the
processes and the evaluation of the rules that govern the message ordering. For dealing
with the heterogeneity problems that cannot be automatically solved, a design-time
process mediator which provides support to the domain expert was also developed.
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4 Evaluation

The approach and prototypes developed in this thesis will be evaluated based on a two-
fold methodology. Firstly, the thesis will consider a real use-case scenario developed as
part of the SUPER project; this type of evaluation will prove that the approach is appli-
cable in a real scenario. Secondly, in order to prove the correctness and completeness
of the formal modeled developed in this theses, it will be evaluated against the existing
workflow data patterns, based on the data visibility, interaction, transfer and routing
[3].

5 Work Plan

The most important steps in accomplishing the objectives of this theses were already
performed:

1. Identification of the types of mismatches that can be automatically solved.
2. Formalization of the operations that can be automatically performed by a mediator

without breaking the communication.
3. Development of proof of concepts design-time and run-time prototypes needed for

the process mediation.
4. Identification of a real-use case scenario, detailed analyze of the problems raised

by the scenario.

However, important phases needed for the completion of the theses are still on-
going, such as:

1. Development of a comprehensive architecture for process mediation which will al-
low the integration of the two prototypes previously developed, providing complete
solutions for process mediation;

2. Evaluation of the prototypes based on the available scenario;
3. Evaluation of the completness and correctness of the approach based on the existing

workflow data patterns
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1 From a Web of Documents to a Web of Entities

The Semantic Web is driven by the idea of moving from a Web of documents, designed
for human consumption, to a Web of data in order to “create a universal medium for the
exchange of data where data can be shared and processed by automated tools as well as
by people”1.

Nowadays, more and more machine-readable annotations and meta-data are avail-
able on the Web. This data, typically codified using the Resource Description Frame-
work (RDF) or Microformats, is accessible directly via HTTP. Microformat enables the
annotation of an entity in a web page, whereas RDF enables the description of any-
thing that can be named using a Uniform Resource Identifier (URI). By describing the
relationships between resources, the Web moves from a Web of documents to a seman-
tically interconnected Web of entities.

Although data are available, data consumers face a challenge due to the decen-
tralised publishing infrastructure of the Web: they need to locate information about an
entity and handle multiple, possibly discording, views of the entity.

Search engines are the primary method for accessing information on the Web, i.e.
finding relevant documents given a keyword-based query. By leveraging the Web of
entities, we can imagine an entity-centric search engine which, given a query, would
support the user in obtaining an aggregated and balanced view of the data available on
the Semantic Web. Given that the Semantic Web data are machine processable, the most
interesting use of such an engine could be made by machines themselves: any applica-
tion could use one such engine directly to find, interconnect and enrich information.

Searching information about a particular entity on the Web raises new challenges:
(i) how to efficiently locate and retrieve SemanticWeb data and (ii) how to integrate data
on a decentralised and heterogeneous information space. We aims to propose a compre-
hensive methodology for searching entities on the Web along these requirements.

2 Research Problem

We plan to tackle such complex problems by exploring how existing and proven robust
technologies can be advanced and specialized specifically to address the needs of an
� This material is based upon works supported by the European FP7 project Okkam - Enabling

a Web of Entities (contract no. ICT-215032), and by Science Foundation Ireland under Grant
No. SFI/02/CE1/I131.

1 Semantic Web Activity Statement: http://www.w3.org/2001/sw/Activity.html
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entity-centric search engine. In particular, our work will focus on the topics illustrated
in the following sections.

2.1 Adapting Information Retrieval engines for Semantic Web Data

Standard Web search engines are intensively using Information Retrieval (IR) tech-
niques for locating relevant information on the Web. Information Retrieval is a well
studied field [1] and many optimisations have been developed for efficiently storing
and querying large amount of information. Techniques such as inverted indexes [2]
have proved to scale to the size of the Web (e.g. Google). The shortcoming of such sys-
tems is that they can only answer simple queries, e.g. a boolean combination of words,
but are not really meant to query relationships between entities, e.g. a graph pattern.

On the contrary, entity-centric search engines such as SWSE [3] are built on a data
structure which is more similar to relational databases than to IR engines. SWSE re-
lies on YARS [4], a distributed RDF store, for storing and querying large amounts of
graph-structured data. Such systems can typically answer complex conjunctive queries
involving large joins, but they are in turn difficult to scale since they need clever indexes
for query efficiency which are however computationally expensive to update.

Our intuition is that it is possible to construct a fast and scalable entity centric search
engine based on a two-tier architecture: a modified IR engine to efficiently perform a
preliminary semantic document selection, and an optimised triple level post-processing
to answer complex queries. Our research will therefore focus on how to employ existing
IR engines to perform useful queries over semantically structured documents.

Information Retrieval engines, however, are primarily designed for unstructured text
information, and not for graph-structured information such as RDF. Information Re-
trieval engines for Semantic Web data have notable previous works with Semplore [5]
and ESTER [6] which however were developed with different goals than those we con-
sider. The developers of Swoogle [7] have also discussed the problem of introducing a
new search paradigm for Semantic Web resources and emphasized the importance of
combining knowledge inference with information retrieval methods.

2.2 Optimising Inference at Web Scale

Reasoning over semantically structured documents enables to make explicit what would
otherwise be implicit knowledge: it adds value to the information and enables an entity-
centric search engine to ultimately be much more competitive in terms of precision
and recall [7]. The drawback is that inference can be computationally expensive, and
therefore prevent efficient indexing.

The novel aspect that our work covers is how to reason over semantically structured
documents that have been harvested from the Web. To reason on documents, we assume
that ontologies, which are referenced explicitly with OWL:IMPORTS or implicitly by
using properties and classes of a certain namespace, are also part of the Semantic Web
as dereferenciable data, in accord with the W3C Best Practice2. As ontologies might

2 Best Practice Recipes for Publishing RDF Vocabularies: http://www.w3.org/TR/swbp-vocab-
pub/
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refer to other ontologies, the web fetching process is recursive and should, in theory, be
repeated for each harvested documents independently.

The proposed research will focus on how to maximally reuse the results of such
“web closure reasoning”, i.e finding and exploiting the referenced ontologies, that has
been performed over previously indexed semantically structured documents in order to
minimise the computational cost of indexing. We will also considers how to “keep in
quarantine” reasoning tasks and inference results in order to prevent maliciously crafted
web ontologies to alter the semantics of agreed ontologies published by third parties
on a global level. For example, if an ontology states that FOAF:NAME is an inverse
functional property, an inferencing agent should not consider this axiom outside the
scope of the document that references this particular ontology.

The coordinate use of the features offered by the IR and inference engines will be
demonstrated in the applications described in the following sections.

2.3 Identification, Coreference Resolution and Information Merging

Due to its decentralised publishing infrastructure, information about an entity are gen-
erally spread across the Web. The identification of an entity is fundamental for discov-
ering complementary data sources. The use of URI makes easier the identification of
an entity, but the Unique Name Assumption (UNA) does not hold. In theory, a single
URI uniquely identifies a resource, but it is unrealistic to assume that data publishers
can universally agree on a single identifier for each resource. Therefore, the identifi-
cation of an entity among the Semantic Web becomes uncertain since two identifiers,
apparently distinct, can refer to a unique entity.

The coreference problem is well known across various research communities with
a variety of different names, such as record linkage [8], entity resolution [9], refer-
ence reconciliation [10] or object consolidation [11]. A wide variety of algorithms has
been developed for resolving the coreference problem, but these are generally not de-
signed for Web scale and semi-structured data. Recent initiatives amongst the Semantic
Web community addressed the problem of resource identification: [12] described the
phenomenon of the proliferation and coreference of URIs and the OKKAM project3

proposed to research an infrastructure for assigning global identifiers at Web scale.
The problem of identification and coreference resolution will be a natural testbed

for the IR and inference engines that we described previously. The IR engine will enable
to perform a blocking pass [13] before executing complex coreference resolution and,
coupled with the inference engine, will permit more advanced reasoning than what was
possible in the Semantic Web object consolidation work described in [11].

Clearly, coreference resolution is an important enabler for information merging.
More factors, however, have to be taken into consideration before aggregating diverse
information sources. Entity descriptions are generally produced under a certain context
(provenance, time, etc.). The descriptive information is usually a subjective view of the
entity with a certain level of reliability. Merging these descriptions can result in incon-
sistent and contradictory information. In order to enable a proper data integration, we

3 http://www.okkam.org/
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have to keep information in its context which is naturally supported by the document-
centric storage we adopt.

3 Methodology

We will evaluate the methodology for searching entity by implementing a solution for
each identified problem, by integrating them into a single software platform and by per-
forming a qualitative evaluation of the resulting platform. In addition, we will perform
an evaluation of each solution with a dedicated corpus, as described below.

Information Retrieval Engine for Semantic Web Data A benchmark, including in-
dex size and query response time, against other systems is planned.

Semantic Web Inference Engine The evaluation of the inference engine will include
an analysis of its complexity in term of size and response time.

Entity Identification and Coreference Resolution The evaluation of the coreference
resolution system requires a gold standard dataset for analysing the precision of the
different algorithms.

4 Achievements and Work Plan 4

Information Retrieval Engine for Semantic Web Data We achieved, as part of the
Sindice project [14], a first prototype of the Information Retrieval engine. The
current system has currently indexed more than 2 billions of triples. The system
enables fast lookup of URIs, keywords and Inverse Functional Properties (IFP)
through a human interface or a HTTP API for machine access. We are currently
finishing a second prototype that enables queries of increased complexity and se-
mantic meaning, i.e combining URIs and keywords and adding triple-structure. We
foresee a third and final prototype capable of answering more complex queries in-
volving simple joins.

Semantic Web Inference Engine We have developed a prototype of an optimised in-
ference engine that enables inference of a subset of OWL at indexing time. Pre-
liminary results of this work has been published in [14]. We have formalised an
advanced inference engine that avoid malicious users from “infecting” cached data
on a global scale. Its development is in progress.

Entity Identification and Coreference Resolution As a next step we will tackle a
coreference resolution system, based on the IR and inference engines. The first
task will be to implement a prototype for identifying entities with the help of
OWL:SAMEAS statement and IFPs, e.g. the e-mail of a person. The prototype will
be able to return an aggregated view of the entity information available on the Web.
The second task will be to improve the system with “pair-wise” matching algo-
rithms.

4 The work on the thesis has formally started in February, 2007.
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Abstract. Today, traders in financial markets are confronted with the
problem that information is distributed over diverse sources and that
there is too much information available. In our work we develop meth-
ods and tools to help traders to overcome this information overload by
enabling the integrated view on news from various sources, by filtering
relevant news and by providing decision support for traders. Another
goal of our work is to propose a formal model of the impact of news
on asset prices and thus enable better predictions of stock prices than
possible with purely text mining based approaches.

1 Research Problem

Traders in financial markets are confronted with the problem that too much
information is available from various, heterogenuous sources like newswires, fo-
rums, blogs and collaborative tools. In order to make accurate trading decisions,
traders have to filter the relevant information efficiently so that they are able to
react to new information in a timely manner.

The focus of our work is the development of methods and tools to support
traders in this process. The goal is to provide an integrated view on news from
different sources, to filter those news that have significant market impact and
to help the users to decide how to react to newly published information. The
development of these methods and tools raises the following questions:

– How can information from various, heterogeneous sources be integrated?
News that are found in various sources differ in their content and in available
annotations: news published by newswires are annotated with standardized
metadata (which differ between newswires), blog posts are at the most tagged
with some keywords. The information published on different web sites has
to be collected and metadata has to be mapped to a single format such that
all news can be processed using the same algorithms.

– How can the important news be filtered? Users can not monitor all relevant
news services and process all the information that is published by these
services. Therefore, methods are needed to filter news that have significant
market impact. These methods have to detect important events, sentiments
and expectations concerning the market.
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– How can the users’ trading decisions be supported? Price changes are caused
by changes in the expectations concerning a company. Therefore, expecta-
tions and precise information (like the amount of the quarterly result) should
be used for the prediction of price changes. This requires mechanisms that
extract necessary information from texts, formalize it and make predictions
based on it.

Although our work focuses on a specific application domain, its results will
be relevant for other applications, as we show how information from different
sources can be integrated and used to provide decision support.

2 Related Work

Our work is related to research in the domains of text mining (especially event
and sentiment detection), information extraction, semantic web and finance.

A variety of systems for the prediction of asset price developments based on
recently published news have been developed (see [1] for an overview). These
systems are based on text classification, where the target categories are derived
from financial data. Although they are closely related to our intended applica-
tion, they have two important weaknesses: (i) expectations, which heavily influ-
ence the development of asset prices, and (ii) quantified information (like the
value of paid dividends or the amount of the annual profit), which enables the
quantification of the expected price change, are not considered in these systems.

Online event detection methods have for example been developed by [2], and
[3]. These methods only attempt to identify new events mostly using clustering
techniques without trying to formalize them semantically, which is required for
matching them against our expectation models.

Work on sentiment detection in a finance context include [4] and [5]. While
Das and Chen [4] use linguistic features to classify messages in negative and
positive ones and then examine the correlation with stock price changes, Koppel
et al. [5] use stock price changes to identify positive and negative news from
which then describing features can be extracted.

While to the best of our knowledge no method for modelling expectations
exists, Halaschek-Wiener and Hendler [6] have proposed an OWL-based news
syndication framework to match publications and information needs. The sub-
scribers’ information needs which are described by conjunctive ABox queries are
matched against publications which are formalized as ABox assertions.

Relation extraction is applied to populate ontologies from text - the problem
we have to solve for extracting information on events and expectations from
news. Bootstrapping usually is applied in these methods, where the web [7]
or Wikipedia [8] are used as corpora to find patterns for describing relations.
These methods have very low precision and recall in some applications which is
problematic for our application.

Event studies study the impact of certain events on a firm’s value (see [9] for
an overview of the methodology). These will be useful to find events and aspects
that should be taken into account in our system.
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3 News Analysis Tool

Our solution to the problems discussed above is a tool which offers support in
filtering important information and in decision-making. The planned architec-
ture can be seen in Fig. 1. The components of this framework and requirements
regarding each of them will be discussed in the following.

Fig. 1. Preliminary version of news analysis framework

The first component of our tool is responsible for the collection of news from
various, heterogenuous sources. This component will monitor a huge number
of relevant sources for new information and will make it available to the Pre-
processing data component. The latter maps the available metadata to a single
representation such that all data is processable in the same way in later steps. We
will define an ontology for each news source’s metadata and map these ontologies
to one general one which will be used for further processing. If no metadata is
available, the extraction of some annotations of the news’ content like named
entities becomes necessary to enable filtering of these news. However, only very
efficient methods can be applied here as information extraction is quite expensive
in general.

The Analysis of meta-information/tags component will examine the meta-
data to filter relevant news. It will decide whether a news item contains expec-
tations concerning future events and will thus be processed by the Sentiment
analysis component and whether it contains information on an actual event and
will thus be processed by the Event analysis component. It is possible that a
news item is processed by both components or that a news item is not important
and thus will not be processed further.

Both the Event analysis and the Sentiment analysis component will apply
information extraction methods to extract formal descriptions of the news’ con-
tent. These descriptions will be used by theMarket forecast component to predict
the impact of a news item on the market by quantifying the difference of the ac-
tually published information from the expectations and the current status of the
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domain as described in the ontology. The Ontology update component is respon-
sible for the integration of the changes that occur due to published expectations
and events into the ontology.

The Domain ontology is the backbone of the three previously described com-
ponents. It describes the current status of the market and expectations concern-
ing future events. We currently try to identify the most predictive features of
news items. We develop a linear regression model that predicts market responses
based on text features. This is the technique of choice as the predicted impact
can be quantified and as the influence of each feature on the result can easily be
seen. The developed model will help us in identifying the information that should
be modelled in the domain ontology. It will also provide some prediction facility
that can serve as a base line for the evaluation of more elaborate methods.

The tool will be personalisable and adaptable in the sense that users can
specify their preferences, e.g. companies that they are especially interested in.
This will be possible through the Personalizable and adaptable user interface.

An important requirement for the whole process is that it has to be extremely
fast as significant price changes (in the short-term trade that we consider) can
only be observed within one minute after the publication of a news item by a
newswire.

4 Evaluation

The framework presented in the previous section requires a set of different eval-
uations. Firstly, an evaluation of the methods employed in each component has
to be done. This especially means that an evaluation of the classification and
information extraction methods in terms of precision and recall is required.

As our goal is the prediction of price changes based on expectation changes,
the quality of the predictions serve as an evaluation of the domain ontology.

Finally, a user study is necessary to see how well users are supported by this
kind of system and whether it helps them to make better trading decisions.

5 Work plan

So far, we have acquired news published by Reuters and information on intra-
day trades and quotes for over 240 markets in 2003 and we have developed
aggregation functions for the financial data such that it can be used as training
data for the methods we will develop. Given the huge amount of data we focus
our experiences on the German market.

As mentioned in section 3 we currently work on the identification of the most
predictive features. The next steps will be to compare the features we find to
results of event studies available in the finance literature. In parallel to these
steps we will develop the metadata ontologies and mappings between them. We
will then build a classifier that filters the relevant news based on metadata. Once
these methods are available we will build our domain ontology that models events
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and expectations, develop the necessary information extraction methods and
define how discrepancies between expectations and newly published information
can be quantified for predicting the associated asset price changes.

The last component that we develop will be the user interface before we
finish our project with user experiments that will hopefully show the benefit of
the proposed tool.

6 Conclusion

The goal of our work is the development of a news analysis tool that supports
traders in financial markets by filtering news and making predictions on the
impact of news on the market. The contributions of our work will be:

– refined information extraction methods for the analysis of financial news
– ontologies of the financial domain that allow the formalization of news and
their annotations as well as of expectations and events

– a method to quantify the distance of an event from expectations
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1 Research Problem

This section gives a description of the overall research problem tackled in context
of the Ph.D. and its relevance to the Semantic Web area.

The problem domain for this extended abstract is a collaborative market-
place in the Semantic Web. In the planned pilot 2 of the application scenario
PROCESSUS of the research program THESEUS [1], described products to be
sold are Web services. They are traded like goods and described in documents.

Ontologies can be used to define a shared vocabulary with concepts, proper-
ties and axioms. By referencing this shared vocabulary in product descriptions,
a conceptual navigation over heterogeneous resources is possible.

user A

reasoner ontology store

access manager

user B

query

response response

Fig. 1. Different responses for the same query, dependent on access rights

This induces that the ontology alone already contains insights about re-
sources’ contents. Different user roles are involved when accessing a semantic
marketplace, e.g. visitor, customer, high volume customer, provider. Since all of
them get different conditions and information detail about products, they get
different answers for ontology queries when posing the same question (cf. Fig. 1).
Access Control inside ontologies is one focus of the thesis.

A second focus is collaborative ontology integration. Given the functional-
ity to have different views on a ontology for different user roles, one might also
� The project was funded by means of the German Federal Ministry of Economy and

Technology under the promotional reference "01MQ07012". The author takes the
responsibility for the contents.

36



team portal Intranet portal

intranet portal

marketplace portal

company web site

organization

security

domain

internal

restricted
internal public

company A

company B

marketplace

ontology modules

only

ontology modules

+ resources

selected reuse of:

Fig. 2. Reuse of ontology subsets across security domains and different organizations

define a public view on the ontology which can be distributed for from a com-
pany internal server to a Web marketplace (cf. Fig. 2). In opposite direction, a
company can also import the marketplace ontology, which might be based on a
product standard like eCl@ss [2].

2 Related Work

This section discusses the state of the art in the fields affected by the given
scenario.

Semantic content management is studied e.g. for semantic portals [3]. Also
wikis can be used for semantic content management [4]. The contributions de-
scribe the motivation and implementation of content management with ontology
support.

Collaborative Ontology Engineering seems well investigated. Examples are
Ontolingua Server [5] and Collaborative Protégé [6]. Since the marketplace is
a Web application, it is desirable to edit the ontology directly in the browser
[7]. This makes no tool change for contribution and consumption necessary and
changes can be tested directly in the application. This thesis’ focus is how on-
tology contextualization can support collaboration.

To reuse parts of an ontology from a company internal context, ontology
modularization is involved to decide if a module is complete [8]. In the other
direction conservative extensions are extensions of an ontology without chang-
ing existing subsumption relations [9]. An interesting question for the thesis is
how ontology modularization is influenced by assigned access rights. This is not
investigated so far.

Fine grained access control inside ontologies is not well investigated in the re-
search community yet. The contribution [10] presents basic access control meth-
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ods and brings them in relation to ontologies. Although this work does not
provide technical details, recommendation for authority based access control
(ABAC) is given and justified. They propose that hierarchies can be used to
inherit rights. According to [11], information about axioms of an ontology can
be represented as context. This might be a starting point to represent access
rights.

Authorization in other fields like file systems, content management systems,
database management systems etc. is modeled by access control lists or by ca-
pabilities. Approaches often use hierarchies to inherit access rights. Due to the
nature of ontologies, having no tree but a graph structure, access rights inheri-
tance is of limited use. In the subsumption hierarchy a concept can be subconcept
of several others, which leads to multiple inheritance. Object relations between
concepts may form cycles. And it may be desired that a user can only see the
superconcepts but not the subconcepts or the other way round. There is a simliar
behaviour commonly used for FTP servers called chroot jail.

There are approaches for access rights inside ontologies. While [12] is based
on a three-valued semantics and assumes an RDF tree without cyclic references,
we want to use Description Logics and not restrict ontology structure to a tree.
In [13] the focus is to restrict access on syntactically heterogeneous resources
with help of a harmonizing ontology. A security policy is stored separately from
the ontology, while we want to integrate it. An own ontology definition is used
which is not conform to OWL-DL [14] since e.g. axioms and individuals are
missing, while we want to use OWL-DL.

3 Contributions

This section describes how the proposed project will advance state of the art
and summarizes expected contributions.

From the related work section it seems that context can store information
about ontology axioms. The thesis will investigate if this context is suitable to
store access rights and collaboration information to support ontology reuse. The
following research questions will be subject of the thesis:

1. What is the right granularity for access control within an ontology: axiom,
module, whole ontology, others?

2. How are axiom rights propagated to resources?
3. Can ontology axiom rights be derived from resource rights, to improve us-

ability?
4. What effect has access control on reasoning and modularization?

The contribution of the thesis will be a framework to answer the concep-
tual questions, and an implementation to demonstrate the results. Therefore a
conception and a syntactical representation of access rights will be developed.
One candidate is to save context within an ontology with annotation proper-
ties according to [11]. The OWL1.1 standard will allow annotation properties
for axioms and reference by axiom URI. This allows fine grained access control
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similar to XML query languages. In the following example the URI is printed in
brackets following the axiom.

DesignDocument � Document [axiom1]
access(axiom1, companyInternal)

access(DesignDocument, companyInternal)

Argumentations for axioms and other ontology elements can be recorded
analogously. In further processing steps the ontology can be stripped down to a
version which only contains elements for public use and is therefore contextu-
alized. But this naive syntactic process will not be enough since the remaining
axioms may not make sense alone. The implications of access rights assignment
concerning rights inheritance and ontology modularization will be investigated.

4 Evaluation

This section describes the methodology used to evaluate and validate results of
the project.

In the above mentioned application scenario PROCESSUS, different user
roles will get access to different parts and granularity level of the ontology. This
offers an evaluation opportunity for the thesis’ results.

Also collaborative ontology integration might be evaluated in the application
scenario, since product descriptions on the marketplace have to be imported
from somewhere. They might be interpreted as a subset of the company internal
resources and ontology. It is a subset because, whitepapers and other marketing
documents are intended to be made publicly available whereas design documents
and test protocols which reference the same product are not.

5 Work Plan

This section sketches the different stages of the project and differentiates between
current status, work in progress and planned future work.

Results achieved. The overall thesis work time is planned to be three years.
Six months have passed so far. Currently the idea outline exists as presented
in this abstract.

Current work. Current work is to investigate the two considered aspects of
ontology reuse on behalf of an example case. Next planned step is to finish a
paper in 2008-07 to present a first concept and a deeper related work analysis
than given in this extended abstract.

Planned work. Further coming steps are the following. Until 2008-08 a first
draft of the exposé is planned. Up to 2008-10 the structure of the manuscript
and potential diploma thesis topics are formulated. Until 2009-10 the con-
ceptual part of the thesis shall be finished, to have time for implementation
until 2010-05. The thesis manuscript is planned to be finished in 2010-09.
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Abstract. The increasing importance and use of Web services have re-
sulted in a number of efforts targeted at automating Web service discov-
ery and composition based on semantic descriptions of their properties.
However, the progress in the automation of Web service discovery is still
held back by the fact that the description of Web services in terms of
semantic metadata is still mainly manually. This Ph.D. thesis addresses
this problem by developing an approach for the acquisition and manage-
ment of semantic Web service descriptions in order to facilitate efficient
service discovery and composition. Specifically, this involves the collec-
tion of information about a Web service, the acquisition of semantic de-
scriptions based on the collected information, and the structured storage
of the generated semantic descriptions.

1 Introduction

A clearly developing trend in the recent years is towards exposing the functional-
ities provided by existing software components in the form of services and facil-
itating in this way software reuse and added value through service composition.
This development is strongly supported by the Web, which enables ubiquitous
access via a set of Web standards and protocols to software components resid-
ing on different platforms. As a result, Web services are seen increasingly as
the basic construct for the development of rapid, low-cost and easy-to-compose
distributed applications in heterogeneous environments.

When it comes to finding appropriate services and composing distributed
applications, current technologies still require a large amount of human interac-
tion. This results in the restricted number of use cases for service integration and
the limited scalability of solutions involving manual activities in the process of
service discovery and compositions. In order to address these problems, the idea
of supplementing Web services with a semantic description of their functionality,
that could facilitate their discovery and integration, has been developed. How-
ever, the information, on which these semantic descriptions are based, is rarely
discussed. In addition, there is still no established method for acquiring semantic
Web service descriptions, which not only describe the functionality but also spec-
ify functional and non-functional properties in a way that supports automatic
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matchmaking processes. Therefore, there is the strong need of developing an au-
tomatic approach, which enables the acquisition and management of semantic
Web Service descriptions with the goal of supporting efficient service discovery
and composition.

Technical Service 
Descriptions

Natural Language 
Descriptions

User-provided Tags, 
Ratings, Comments

Extraction of Functional and 
Non-Functional Properties

Semantic Web 
Service
Descriptions

1

2

3

Fig. 1. Acquisition and Management of Semantic Web Service Descriptions

This Ph.D. thesis targets to explore the problem of semi-automatically ac-
quiring and publishing semantic descriptions for Web services and aims to use
Semantic Web techniques to develop a methodology to enhance the situation.
Figure 1 shows the three main challenges connected with the acquisition and
management of semantic Web Service descriptions.

1. How can information about Web services be collected? To answer
this question, the relevant sources of information have to be identified, in-
cluding not only technical and text descriptions, but also information in-
spired by Web 2.0 such as user tags, ratings and comments. After this, au-
tomatic mechanisms for data collection from the Web have to be developed.

2. How can semantic Web service descriptions be automatically ac-
quired? This question is in the focus of the Ph.D. thesis and is addressed
by exploring existing methods for metadata acquisition and identifying their
advantages and disadvantages. The main goal is to develop a method, which
semi-automatically acquires metadata by extracting functional and non-
functional service properties in order to facilitate discovery and composition.

3. How can semantic Web service descriptions be stored? The acquired
semantic descriptions have to be stored in a way that facilitates the manual
as well as the automatic matchmaking processes. It is important to employ
the metadata’s syntactical or semantical interconnections in order to enable
indexing and efficient service search.

2 Related Work

There is already some work done related to the automatic creation of semantic
Web service descriptions. In particular, there are two main areas of research: the
acquisition of a suitable Web service domain ontology and the actual process of
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annotating Web services. Sabou et al. [1] present two ontology building process
in the context of two concrete research projects, revealing some of the major
aspects that make Web service ontology building difficult.

Focusing on the Web service annotation task, Patil et al. [2] apply graph
similarity techniques to select a relevant domain ontology for a given WSDL file
from a collection of ontologies. Hess and Kushmerick [3] employ Naive Bayes and
SVM machine learning methods to classify WSDL files in manually defined task
hierarchies. However, none of the developed approaches focuses on facilitating
Web service discovery by specifying functional and non-functionally properties
and in the same time taking into consideration temporal conditions on effects,
trust and access control policies.

There are a number of state of the art Web service repositories including
UDDI, Bindingpoint, .NET XML Web Services Repertory, WebserviceX.NET,
Web Service List, Xmethods and SalCental. An overview of these repositories
presented in [4] shows that in contrast to traditional software libraries, Web
service repositories rely on little metadata to support service discovery, mainly
because of the difficulty of automatically deriving metadata describing Web ser-
vice collections. In order to overcome the lack of metadata, there are a number of
approaches which aim to enhance existing Web service repositories, in particular
UDDI, with complex semantic markup [5]. Still, the existing repositories do not
target the structured storage of semantic Web service descriptions in order to
facilitate the effective service discovery but rather use semantic information as
an extension to stored descriptions.

3 Contributions

A number of Web service tasks can be automated by using semantic descrip-
tions. In particular, service offers and requests can be matched automatically.
However, semantic descriptions still have to be manually generated. The ma-
jor goal of this Ph.D. thesis is to develop an semi-automatic method for the
acquisition of semantic descriptions of Web services, based on metadata and
tags extracted from the Web. The resulting semantic descriptions will be stored
in an online semantic Web service descriptions repository, which can be used
for both manual and automatic service discovery. The acquisition of semantic
descriptions facilitates matchmaking approaches and can reduce the required
human interaction to a minimum. Especially in use cases, where Web services
are used as building blocks in distributed applications or where Web services
provide functionality integrated in business processes, the automated deriving
of semantic description plays a key role.

There are three main contributions, which are to be archived. First, the au-
tomatic collection of information describing a Web service is facilitated. Second,
semantic descriptions of Web services are semi-automatically acquired from the
collected information, in the form of semantic annotations. Finally, Web service
semantic annotations are stored in an online repository, which provides semantic
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indexing to allow for efficient queries and support matchmaking processes. Each
of these contributions is described in detail in the following sections.

Web Service Crawlers are developed to support the automatic collec-
tion of information about Web services. Web service descriptions are usually
given in a standardized form such as WSDL. Unfortunately, WSDL provides
mainly technical description of services and this information is insufficient for
automatic service discovery because it presumes increased human interaction.
Therefore, it is necessary to automatically collect additional information. A Web
service crawler can effectively be used to perform this task. In particular, this in-
volves the identification of relevant sources and types of Web service information.
Sources include natural language text descriptions, for example, documentation
on provider Web-sites, and technical Web service descriptions such as WSDL, or
WSMO variants. In addition, sources of information inspired by Web 2.0 such
as user tags, ratings, and community inputs are also considered. The definition
of the Web service crawlers is based on semantic attributes for service descrip-
tion, based on information needed for service discovery and composition. This
involves mainly the specification of functional and non-functional Web service
properties.

Web Service Semantic Annotations comprise the acquired semantic Web
services descriptions, which are based on the data collected by the Web service
crawlers. The main focus of this Ph.D. thesis is on developing a mechanism
for the acquisition of semantic descriptions from the collected data, based on a
determined formalism for the specification of semantic information. This mech-
anism is developed by using existing techniques for data mining and ontology
learning and thereby, automatically constructing service annotations. In addi-
tion, the formalism, chosen as the basis for the semantic annotation, annotates
functional and non-functional properties of Web services in a unifying way. The
approach described in [6] will be used as a basis where semantic, temporal and
security constraints are described by using a combination of the π-calculus and
description logics and will be adjusted based on requirements resulting from the
specification of the developed mechanism for acquisition of semantic descriptions.

Semantic Indexing is necessary in order to facilitate efficient queries on
top of the semantic annotations. The structured storage of the acquired seman-
tic annotations is targeted to improve performance of automatic matchmaking
processes and speed up manual search. During semantic indexing, the collection
of Web service semantic annotations will be analyzed and organized in a way
that allows the efficient answering of expressive queries.

4 Evaluation

The planned evaluation consists of three main steps. First, the developed mech-
anism for data collection is evaluated by determining a fixed domain of source
data and assessing how much data was correctly retrieved. This evaluation can
easily be performed by using the well-established recall/precision metrics. Sec-
ond, semantic annotations evaluation assesses the performance of extracting Web
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service properties relevant for matchmaking from the corpus of collected data.
Naturally, the quality of semantic annotation extraction has a direct influence
on the quality of the service discovery and composition, which are based on
these semantic annotations. This evaluation can be done by comparing the Web
service functional and non-functional properties present in the collected data
to the ones present in the acquired semantic descriptions. Third, the chosen
structure for storage of Web service semantic annotations is evaluated by com-
paring the performance of matchmaking algorithms ran on the repository to the
performance of these matchmaking algorithms ran on the same semantic anno-
tations but in unstructured list collection. This evaluation will point out what
improvements the developed repository structure brings in means of search per-
formance. Finally, the best evaluation for the developed approach would be the
making public of the semantic annotations repository so that other researchers
can use it to test their discovery and composition algorithms.

5 Work Plan

The work plan is divided into three stages, each stage marking one year of the
Ph.D. studies. Initialization State of the art report on formalisms for Web ser-
vice semantic descriptions, in the context of service discovery (M6). State of the
art report on data-mining techniques and ontology learning (M6). State of the
art report on possible structures for semantic annotations storage (M6). Identi-
fied sources of Web service information (M12). Identified formalism for semantic
annotations (M12).Development Definition of semantic attributes for the Web
service crawlers. First Web service crawlers prototype (M18). Identified struc-
ture for annotations storage (M18). Identified data-mining and ontology learning
approach (M24). First prototype implementation of acquisition of semantic an-
notations (M24). Evaluation of the first prototypes (M24). Refinement First
prototype of semantic annotations repository (M30). Refined methodology based
on the first prototypes (M30). Refined implementation (M36). Evaluation (M36).
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1   Research Problem And Aim 

Rapid growth in the volume of multimedia information creates new challenges for 
information retrieval and sharing, and thus anticipates the emergence of the Semantic 
Web [2, 3]. The principal component in most of multimedia applications is the use of 
visual information and new approaches are essential to improve the inferring of 
semantic relationships from low-level features for semantic image annotation and 
retrieval. Much initial research on image annotation represents images in terms of 
colours, texture, blobs and regions, but pays little attention to the spatial relationships 
between regions or objects. Annotations are most frequently assigned at the global 
level [17] and even when assigned locally the extraction of relational descriptors is 
often neglected. However, current annotation system might recognise and identify a 
beach and an ocean in an image but fail to represent the fact that they are next to each 
other. Therefore, to enrich the semantic description of the visual information, it is 
important to capture such relations. 

The aim of this research is an attempt to develop a new approach or technique for 
enhancing annotation systems, either through automatic or semi-automatic means, by 
capturing the spatial relationships between labelled regions or objects in images and 
incorporating such knowledge in a knowledge base such as an ontology. By this 
means, human users and software agents alike will be able to search, retrieve and 
analyze visual information in more powerful ways. 

2   Related Work 

Ontologies play an important role for knowledge intensive applications to enable 
content-based access, interoperability and communication across the Web. These 
ontologies become the backbone for enabling the Semantic Web [20]. The number of 
multimedia ontologies available is still rather small, and well-designed ontologies that 
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fulfill the requirements [5] of reusability, MPEG-7 compliance, extensibility, 
modularity and interoperability are rare [18]. The COMM ontology which is under 
development elsewhere and is based on DOLCE ontology as a foundational ontology 
is of particular relevance.  

A pure combination of traditional text-based and content-based approaches is not 
sufficient for dealing with the problem of image retrieval on the Web, mostly because 
of the problem of its text based orientation. Some Web images have irrelevant, few or 
even no surrounding texts. Thus, the problem of limited collateral text for the 
annotation of images needs to be solved. Besides, manual image annotation is a 
tedious task and often it is difficult to make accurate annotations on images. There are 
many annotation tools available but human input is still needed to supervise the 
process. So, there should be a way to minimize the human input by making the 
annotation process semi or fully automatic. In the latter case, although there is much 
research on automatic image annotation, the results often do not really satisfy the 
retrieval requirements because of the flexibility and variety of user needs.  

To date, many contend-based image retrieval research systems, frameworks and 
approaches have been reported.  Li et. al[14] presented Integrated Region Matching,  
a similarity measure for region based image similarity comparison. Ko & Byun[8] 
used Hausdorff Distance to estimate spatial relationships between regions in their 
Integrated Finding Region In the Pictures (IFRIP) as extension to their previous FRIP 
[9]. Laaksonen et. al[10] proposed a context-adaptive analysis of image content, by 
using automatic image segmentation. Lee at. al[12] proposed a new domain-
independent spatial similarity and annotation-based image retrieval system. Zhou et. 
al [21] proposed an approach for computing the orientation spatial similarity between 
two symbolic objects in an image. Wang [18] proposed a new spatial-relationship 
representation model called two dimension begin-end boundary string (2D Be-string), 
based on previous research in 2D String [11]. Ahmad & Grosky [2] proposed a 
symbolic image representation and indexing scheme to support retrieval of domain 
independent spatially similar images.  

However, all the research in spatial relationships has been pursued independently 
without taking into consideration the problems of integrating them with an ontology. 
Such integration would be valuable in producing high level semantics by making 
semantic annotation systematically easier and more meaningful. In doing so, existing 
ontologies such as DOLCE and COMM will be evaluated to identify both their 
relevance and effectiveness in achieving the research aim.  

 

3   Contributions And Evaluation 

As part of a preliminary experiment, a comparative analysis of three existing 
annotation tools has been carried out: Caliph & Emir [15], AKTive Media [6], and M-
OntoMat-Annotizer [16].  Each of these tools has been explored individually by using 
a group of images and a comparative study based on an evaluation framework adapted 
from Lewis[13] and Duineveld[7] has been performed and results obtained. The 
comparative study investigated image description features (including annotation) and 
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user interface components to find out the capabilities of existing image descriptions 
tools and to establish whether the spatial relationships are included and, if so, what 
the relationships might be. For image description components, follow-up with the 
developer of the tools has been established to ensure the reliability of the result.  

The study shows that, each of the tools offered some special features compared to 
others and all tools were involved with manual annotations of the whole image. In 
addition M-OntoMat-Annotizer and AKTive Media allowed segmentation and 
annotation of the selected regions in images. Caliph & Emir and AKTive Media 
support some relations but not spatial relationships. Neither of these tools considered 
the specific locations of objects nor regions in the image for annotation or retrieval.  

Based on the study and the previous research, currently, several existing annotation 
or description tools enable automatic segmentation by grouping multiple regions 
together and use manual annotation to annotate those regions. By adding the locator 
description where spatial relationships are considered, the knowledge of the image 
content becomes more specific and retrieval could be more efficient and performed in 
an explicit way. 

This research will use existing automatic segmentation algorithm when available 
and manual combining of regions into composite regions for recognised objects. 
These will be manually annotated in the first instance together with spatial 
relationships between the objects. From there, an automatic annotation of spatial 
relationships among the objects in the image plane could be developed based on 
various available approaches by integrating directional and topological representation 
of spatial relationships. The process is simplified as illustrated in Fig.2. 

 
 
 
 
 
 
 
 

Fig.2. Research outline. 

Therefore the expected contribution will be a new approach or technique to 
automate spatial relationships extraction between the composite regions or objects in 
images and linking the knowledge to an extended multimedia ontology. The approach 
or technique should be reliable in order to counter the uncertainty of matching images 
with the real world cases. For example, this is how it would works when given an 
image of a beach: 

1. Existing tool would provide the annotation of regions of the image 
corresponding to: the beach, the ocean, the sky and the coconut tree objects are 
recognised. 

2. Our approach then identify that: a. The coconut tree is within the beach; b. The 
beach is next to the ocean; c. The ocean is below the sky. 
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3. By reasoning over appropriate domain ontology, and exploiting the entailed 
spatial relationships, we would be able to infer that if the beach is in Hawaii, 
then the ocean must be the Pacific Ocean. 

For the time being, the domain of the research would be a subset of everyday 
scenes such as city scenes or places of interest, but later other domains such as 
medical domain, may be considered to test the generality of the approach. Evaluation 
on ground truth with spatial relationships in term of precision and recall test will be 
made to see how well the automated extraction of spatial relationships has been 
achieved. The evaluation will use sufficient images such as Corel dataset to ensure 
statistical significance of the result obtained. 

4   Work Plan 

In order to accomplish the aim, the research plan is assigned into two levels – a macro 
plan using a Gantt chart for general activities and corresponding timelines, and micro 
plan using a K-chart [1] for the specific planning and execution of research. The 
research framework is illustrated in Fig. 3 and consists of: 

1. Annotation component – automatically extracts and identifiers spatial 
relationships between multiple segmented regions or objects. 

2. Ontological component – logics and reasoning of the extended existing 
multimedia ontology specifically in terms of spatial descriptors and locators. 

3. Retrieval component – image retrieval mechanisms based on spatial 
relationships to evaluate the functionality and effectiveness of the approach. 

 

Fig.3. Research framework. 

So far, the literature reviews and some preliminary experiment have been 
performed. However further practical works in the research and development phase is 
now being carried out. As a conclusion, it is hoped that this research will generate a 
constructive semantics approach in enabling the Semantic Web as well as bridging the 
Semantic Gap in image retrieval, while at the same time contributing new finding to 
human knowledge as a whole. 
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1. The Research Problem 

Collaboration has long been considered an effective approach to learning. 
However, forming optimal groups can be a time consuming and complex task. 
Teachers often need to set some constraints for the grouping based on the aim of the 
collaborative task. To achieve optimal grouping, the formation needs to satisfy these 
constraints, even when the list of students is unknown. In this research, we investigate 
the use of Semantic Web technologies to assist teachers in overcoming this problem. 
In particular we investigate the following problems with forming groups: 
• Describing the students: how do we describe the students in a way that is 

meaningful to the group formation.  
• Specifying and satisfying the constraints: how do we model the constraints for 

the different collaboration goals, and how can we form optimal groups by 
satisfying the given constraints. 

• Avoiding “Orphan Students”: when assigning students to groups, some students 
remain unassigned to any groups, often because some constraint has been 
violated. This problem is known as the orphan students. 

• Handling the formation with incomplete data: If the students do not provide the 
relevant data, how do we ensure that the formation is still efficient. 

We know that the Semantic Web aims at providing a promising foundation for 
enriching resources with well defined meanings and inferring new data from existing 
one. Therefore, we study the use of Semantic Web technologies and mainly 
ontologies and deduction rules in describing students and handling incomplete data in 
constraint-based group formation. The challenges of the research reside in applying 
the potential of the Semantic Web is real life applications such as forming groups for 
learning; especially with the growing use of collaboration applications over the Web. 

2. Related Work  

Group formation is a well-known problem in various disciplines including 
Psychology, Philosophy, social studies, Economics, and Education. In learning, 
different applications have been developed to automate the process of allocating 
participants to groups as tool for Computer Supported Collaborative Work. Most of 
the existing applications follow a self-selecting formation approach, where the learner 
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selects the potential learners that can assist him or her in achieving the learning goal, 
and the selected learners get to accept or reject joining the group [1], [2]. These 
systems usually model the learners’ context, experience, and previous performance in 
the subject of the collaboration. Similar systems employ agents to negotiate the 
participation in the groups [3], which facilitates the dynamic formation of the groups 
(coalition formation) through agents’ communication and decision-making [4]. In 
terms of constraint-based formation, we argue that: 
• Existing systems only model a fixed set of constraints. 
• Most of these systems are based on self-selecting group formation [1], [3] which is 
not the most efficient approach in forming teams, as it does not ensure balanced 
grouping, and usually end with some students being unassigned to any group (orphan 
students). 
• Most systems use Opportunistic Group Formation concepts where the system 
initiates the collaboration and sets up a learning goal for the learner [2], [1], [4], [3]. 
OGF ensures the satisfaction of the participants in the group through negotiation, but 
does not discuss the efficiency of the negotiation if all students are grouped 
simultaneously. Furthermore, OGF is usually more beneficial in short-term groups. 
• In [5] and [6], the authors introduced tools that assign all the students in the class 
to groups simultaneously. However, although these applications only model a limited 
number of constraints, their evaluation showed that manual corrections to the results 
were needed due to the appearance of orphan students in the generated formation.  

3. Expected Contribution 

The theoretical contribution of this research is a study of the feasibility and 
usefulness of employing Semantic Web technologies for group formation within a 
complex domain such as learning, and particularly in handling incomplete data. To 
overcome the complexity of allocating students to groups, we provide a framework to 
assist the teacher in forming groups based on their chosen set of constraints.  The 
framework handles the group formation process based on the following concepts: 

Modeling the students’ features: We model a large range of features that can be 
considered for different group formations using a number of domain ontologies, 
which can form a reliable dynamic learner profile [7]. In this context, semantic 
modeling provides meaningful descriptions of the students and the relationships 
between them. Examples of the modeled features are: personal details, course details, 
interests, team roles, preferences, friends, collaborators, trust ranking, and so on [7]. 
The ontologies we use are based on Friend Of A Friend (FOAF), an existing ontology 
that describes people for building social groupings. This allows us to identify the 
relations between the participants in order to form groups from social networks. This 
feature allows the teacher to be aware of the social connections between the students 
and therefore controlling the group dynamics, or detecting plagiarism.  

Negotiating the group formation: We model the students’ allocation problem as 
a Constraint Satisfaction Problem (CSP) [8] with strong and weak constraints. The 
negotiation process can be then handled by a constraint satisfaction solver. We 
emphasize that, in this research, we are not concerned with proving that any particular 
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set of constraints leads to better results in terms of the performance of the groups; 
neither do we claim that any particular algorithm leads to best grouping. 

Handling Incomplete Data: The semantic representation of students’ data, to 
which the instructor constraints can be mapped to, allows inferences to generate more 
data. We use domain ontologies and deductions rules for substituting missing data 
with data mined from the Web. For example, if the information about whether student 
John is a leader or not is missing, and we know from John’s web page that he is a 
captain of the football team, then we can infer that John is a leader; or if we are 
grouping student by skills, and we don’t know Sarah’s skills, but we know that Sarah 
has a high grade in discrete mathematics and Sarah has a high grade in Logic then we 
can infer that Sarah will perform well in formal methods. 

Calculating the group formation quality: To evaluate the generated group 
formation, we provide a metrics framework for calculating its quality in terms of the 
satisfied constraints [9], and hence the collaboration goals set by the teacher. Using 
these metrics, the teacher can check the confidence of the group formation framework 
in generating the groups. 

In general, although it is applied to learning, this research can be employed in other 
domains as a solution to any type of constrained group formation. When completed, 
the system will form a standard semantic technology that allows groups of users to be 
generated based on a set of constraints and a range of information about themselves. 

Research Methodology 

In the early stage of the research, we run an observational study to analyze the 
different constraints teachers consider when forming groups.  We studied the possible 
students’ features that can be relevant to forming different types of groups by 
investigating the available literature on collaborative learning theories [7], and asking 
teachers what constraints they employ for different educational goals. We then gave a 
class of 66 undergraduate students some questionnaires to monitor the data they 
provide for the grouping and their satisfaction with the groups at the end of course. 
The study enabled us to realize the depth of the problem and the pedagogical issues 
that accompany it. We then modeled the group formation problem as a constraint 
satisfaction problem to be implemented as the semantic (group formation) framework 
[9], [10]. We also reviewed the different techniques for evaluating group formation, 
and provided a model for the formation quality metrics framework in terms of the 
formation goals and hence the constraints satisfaction [9]. For the next step, we 
started implementing the group formation framework [10] based on the following: 

The Student Interface: The student can enter their data through a web-based form 
composed of the student’s personal data, a list of their friends, their interests and 
preferences, and information about their course such as the modules they are taking.  

The Ontology: We created an ontology called Semantic Learner Profile (SLP) that 
extends FOAF with a description of a large range of student’s personal, social, and 
academic data such as learning styles and collaborators. We also use the trust 
ontology (http://trust.mindswap.org/ont/trust.owl) to allow the students to rank their trust 
towards each other in specific topics. Following the vision of James Hendler in 
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reusing and sharing small ontological components instead of large complex 
ontologies [11], we intend to enrich our learner profile with more features by 
employing other domain ontologies (competency and interest topics ontologies). Once 
the student submits the profile data through the interface, an RDF file is created 
(FOAF+SLP), and processed using Jena, a Semantic Web inference engine. 

The Instructor Interface: Through this web-based interface, the instructor is 
given a degree of freedom in selecting the constraints they care about for the 
formation they are initiating. They are provided with an option that enables them to 
set a priority value for each constraint. Ranking the importance of the constraints 
enables the application to manage compromises based on these priorities. The 
constraints are then written as a constraint satisfaction problem in the group generator. 

The Group Generator: The generator is based on a DLV solver, an 
implementation of disjunctive logic programming, used for knowledge representation 
and reasoning. DLV’s native language is Disjunctive Datalog extended with 
constraints, true negation and queries [12]. DLV performs a simple forward checking 
algorithm [8] on the data provided to process the groups. The use of strong and 
prioritized weak constraints in DLV enables the framework to always generate a 
solution with all students allocated even if some of the weak constraints are violated 
[13]. This avoids the orphan students’ problem. The solver returns the optimal group 
formation that minimizes the number of violated constraints and returns the list of the 
violated constraints, which can be used in calculating the group formation quality.  

For our future work, we plan to add a module to the architecture of the framework 
that mines data from web pages and connect it to the ontology and a set of deduction 
rules to infer the missing data from the knowledge base. In this case, if the needed 
data is incomplete, the system will substitute the necessary data and subsequently feed 
it to the solver. So far, we evaluated the framework with two classes of undergraduate 
students. However, since the teachers had a maximum of three constraints, the 
framework returned a best model in both cases with violation of one constraint for 
one group in both courses. Future evaluation of the framework will include running it 
with different scenarios on simulated classes of students. The simulated data will be 
based on the population statistics collected from our observational study. The 
framework will be tested with various constraints, different in content and number. 
Since groups can also be generated from social networks, a range of constraints will 
be based on the social connections between the learners. We intend to use the metrics 
framework we introduced in [9] to record the formation quality for the evaluation. 
Once the framework is refined with deduction rules, the evaluation of its performance 
with incomplete data will be compared to its performance with complete data (and no 
deduction rules), and its performance with incomplete data (and no deduction rules). 
For handling incomplete data, due to privacy issues, we aim at using students’ web 
pages from the University of Southampton as a base for our mining. 

Conclusion and Future Work 

In this research, we propose an approach to learner group formation, based upon 
satisfying the constraints of the person forming the groups by reasoning over possibly 
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incomplete semantic data about the potential participants. We are currently evaluating 
the semantic (group formation) framework with complete data. Within the next few 
months, we intend to implement extensions to allow for handling incomplete data, 
and for forming groups from social networks. The research can then be fully 
evaluated and results published to the community with more results in more depth. 

We believe that by reasoning on learners’ profiles and the teacher’s constraints, we 
can achieve a powerful foundation for automated group formation. The use of 
Semantic Web technology demonstrates the powerful characteristics of the Semantic 
Web that can be put in use to facilitate daily life tasks such as allocating students to 
groups for collaborative learning. The use of the Semantic Web in this domain can be 
extended to other areas of group formation such as forming teams within 
organizations, sports, or even military.  The research can also be extended to other 
constraint satisfaction problems where data is key to the solution of the problem. The 
interoperability of the Semantic Web facilitates the use of such an application in 
different platforms and systems, even when the participants are geographically 
distributed. For this, the only challenge to applying this research in other areas is the 
development of domain ontologies and deduction rules. 
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Abstract: This paper presents an approach for the disambiguation of 
individuals using the semantics of identity and social circles. Identity 
information is extracted and integrated to provide a presentation of existing 
identity information currently on the web relating to a given individual. 
Communities are used to discover identity resources, share them socially, and 
critique the resources based on the accuracy and volume of their content. As 
motivation for this research issues concerning identity theft, online fraud and 
cyber stalking are considered, where the growth of the social web has 
contributed to the rise in such practices. Monitoring identity on the web would 
go some way to addressing these issues. 

 
Keywords: community, disambiguation, identity, integration, semantic web, 
social web 

 

1. Research Problem Overview 
 

The motivations behind my research have been the growth of the social web over the 
past 2 years, and the rise in online identity theft and cyber stalking [1]. The work 
presented in this extended abstract provides an approach that identifies, extracts and 
integrates occurrences of identity information from the web.  The approach is split 
into three parts: Extracting identity information and social network mining, 
integrating identity information, and resource discovery. 

The semantics of identity are used to perform the extraction process by recognising 
identity features within a web resource and extracting the content relating to these 
features. Social networks are mined and pruned to derive the social circle that an 
individual belongs to using social content such as socially tagged images and 
conversation data. The social circle is then used to recognise identity information on 
the web, by parsing text content from web pages to derive the names of individuals, 
and comparing them against the social circle.  

Disambiguating between information describing different individuals using 
features of identity and the pruned social circles is used to aid with the integration of 
identity information. Social circles are used to provide a useful technique to 
disambiguate individuals by their acquaintances. Resource discovery is supported 
using a community of users by sharing resources containing identity information; the 

56



community is responsible for rating, and critiquing the resources, and discovering 
more identity resources upon which they are shared with the community. 

Semantic technologies provide useful techniques and methods to identify 
individuals. An individual’s identity will be formalised to encapsulate uniquely 
identifiable properties, reasoning is performed to derive additional information 
relating to the individual. The extraction of information will be carried out using a 
populated ontology containing personal details belonging to an individual. Identity 
information from various resources will be integrated together, and disambiguated 
according to their semantics. Involving a community to aid with extraction, by 
sharing vital resources, will also use social technologies. Social feedback methods 
will also be used for feature selection by allowing an individual to select the 
properties of their identity they believe to be the most prevalent. 

The work presented within this abstract employs a both a combination of existing 
methodologies such as social networking mining, and original techniques for 
disambiguation of individuals. The motivation of this work places emphasis on 
monitoring online information, and providing risk assessments to concerned users, 
those who wish to discover what information exists relating to them. This extended 
abstract is structured as follows: Section 2 discusses the state of the art divided into 
the three previously mentioned areas. Section 3 is similarly divided into three areas 
outlining the work plan by explaining the various investigations being conducted. 
Section 4 explains the evaluation methods to be used, and section 5 presents 
concluding remarks. 

2. Related Work and Contributions 
 

Extracting Identity Information and Social Network Mining 
The state of art on information extraction distributed throughout various textual 
sources includes standard information extraction mechanisms and approaches that can 
be applied to identity data such as classic wrapper induction [6] for information 
extraction from structure sources, and more up to date approaches such as support 
vector machines [4] for the extraction of information from free text. My work has 
focused on the semantics of identity, what properties are more prevalent than others, 
and how the community can influence the prevalence of identity features when 
extracting identity information. 

The state of the art within the area of social network mining commonly uses 
techniques such as entity co-occurrence [8], [3] for extracting the strengths and ties 
among individuals. A seed set of entities is produced that models the names of 
individuals that commonly co-occur together in the same context. State of the art 
work presented in [9] also demonstrates how social networks can be mined from 
Semantic description files via FOAFnet. Advancement on previous work is 
demonstrated in [10] and [5] where relations between individuals within the same 
social network are not only identified but are also given labels denoting the tie 
between them. My research will investigate the inference of relationship strengths that 
bind relationships. Using such methods I am investigating how social cliques and 
circles play an important role in identifying individuals, similar to real life 
identification through acquaintances. 
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Integrating Identity Information 
Social networks from two separate sources are integrated together in [11], enabling 
the integration of identity information. Disambiguation is performed using a context 
sensitive algorithm, considering the properties and relations surrounding the entities 
in question. Utilising both community selected prevalent identity features and social 
circles, my work will contribute to the state of the art by offering a social approach to 
the feature selection problem and disambiguating objects using social bonds. By 
incorporating a user within the disambiguation process bootstrapping is performed by 
allowing the user to select the features of their identity that they believe provide their 
most unique features. 
 
Resource Discovery 
Work in [7] describes a framework to allow users to share information within a 
community portal by adding and removing metadata from already existing 
information. My work contributes to the state of the art by sharing resources 
containing identity information, and supervising the process of information extraction 
by allowing individuals to select their prevalent identity features. User based feedback 
is used enabling individuals to rate resources based on their usability and accuracy of 
retrieved content. 

3. Work Plan 
 

Extracting Identity Information and Social Network Mining 
Regarding the discovery of identity information I have focussed on the semantics of 
identity. I am currently defining a manually created ontology encapsulating the 
properties of identity, and able to capture an individual’s identity properties. Future 
work includes the designing of a methodology to efficiently discover identity 
information from the wider web. In order to extract identity information I have 
investigated the use of support vector models for community supported identity 
extraction from semi-structured web resources. Following work will investigate 
focussed crawling using specialised web queries, indexing a subset of the web, and 
community supported blocking mechanisms. 

To mine social networks I have created several mechanisms to extract social 
network data from social networking sites that will be used to seed sets for a wider 
mining process. A working prototype of this approach is available for use1. The next 
stage of work will investigate the pruning of social network data to derive social 
cliques and circles, and the investigation of the effects and application of identity 
discovery through the use of social cliques and clusters. 

 
Integrating Identity information 
The work I have done to date has investigated the integration of object data from 
heterogeneous web resources, and the disambiguation of objects. The disambiguation 
of objects can then be applied to identity information. Further work will investigate 

                                                             
1 http://apps.facebook.com/socialcircular 
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the use of pairwise decision models, and community supervision of integration where 
I anticipate that the use of feature selection using decision models will be an 
important aspect of disambiguating identity information. 
 
Resource Discovery 
To date I have researched approaches to share resources through social bookmarking 
tools and similar web applications. Future work will investigate the adoption of 
collective intelligence approaches when sharing identity resources, and the use of 
feedback mechanisms to rate and prioritise identity resources. 

4. Evaluation 
 
Extracting Identity Information and Social Network Mining 
Identity extraction will be evaluated for precision, recall and error rate. Evaluators of 
the approach will be required to find all occurrences of their identity manually to 
create a gold standard, detailing what identity details are present. Extracted identity 
information will then be evaluated against the gold standard. Precision and error rate 
will be used to evaluate extracted social networks through comparison against real life 
social networks for each individual performing the evaluation. Evaluators will also be 
required to validate relationship strengths within their social circle, and the members 
of their social circle. 

 
Integrating Identity Information 
Evaluation will be performed using exhaustive user testing to derive the precision, 
recall and error rate. Each individual will verify the all information items relating or 
not relating to them, and the integrated information to identify incorrectly integrated 
information and incorrectly excluded data. 
 
Resource Discovery 
The evaluation of the sharing mechanism will be performed using social studies of 
users when using the approach, testing for user satisfaction through questionnaires. 
The approach should provide a useful means for sharing identity resources through an 
easy to use, yet effective methodology. 

5. Conclusions 
 

This paper presents an overview of the research that I am currently conducting. The 
research when broken down into the three areas can be summarised further to include 
information extraction, information integration and sharing mechanisms. The first 
areas being largely concerned with existing semantic web technologies and their 
adaptation to these areas of work. The third area is largely centred around the social 
web, and current sharing mechanisms being employed by social web sites and 
services. A combination of both semantic web and social web technologies would 
incorporate the user at a more intrinsic level by supervising the information extraction 
and integration stages. 
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The state of the art will be contributed to mainly in the area of social network 
mining, and the use of the derived social circles to disambiguate individuals. The 
work that I have carried out so far has been largely concerning research within each 
separate area of work, and I have reached a position to begin implementation of an 
approach to disambiguate individuals using social circles. Information retrieval 
metrics have been chosen to evaluate the extraction and integration of information 
because of their widespread usage in similar applications. Evaluating for user 
satisfaction was selected when evaluating the discovery of resources in order analyse 
the effectiveness of the sharing mechanism. 

In relation to the addressing of issues such as identity theft, online fraud, and cyber 
stalking, the presented approach provides a methodology to monitor the occurrence of 
identity information, and using semantic technologies reasoning can be performed to 
asses the risk of an individual being a victim of such practices. The approach must 
have sufficient flexibility to allow assessments to be made based on alternative 
requirements, such as different identity features. Disambiguating identity information 
performs a crucial role when assessing the risk of identity theft, any information that 
is wrongly classified could contribute to providing a false analysis. 
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1 Research Problem

Web services have the potential to be composed to cross-organizational work-
flows. Due to their loose coupling, Web services provided by internal and external
parties can be integrated into workflows at runtime. This vision aims for dynamic
ad hoc collaborations between different business partners and entities.

In order to achieve the (semi-) automatic composition of Web services to
business processes and workflows, it is necessary to identify the appropriate
services. Unfortunately, a syntactic description of a Web service’s capabilities is
sufficient only if all potential parties (i.e., service providers, service brokers, and
service requesters) use the exact same vocabulary. However, this is quite unlikely
even in a corporate environment. Therefore, it is necessary to enrich Web service
descriptions with semantic annotations and use them in the discovery process.

Even though the retrieval of Web services based on semantic information
has already been investigated in several approaches, differences in Web service
standards and the repositories used for the evaluation of these approaches has led
to both a lack of in-depth evaluations and comparability of the proposals. Until
now, surprisingly little effort has been put into the measurement of semantic
Web service (SWS) retrieval performance.

Nevertheless, in order to identify the “best of breed”-approach to SWS re-
trieval it is necessary to have the means to compare the different approaches.
Subsequently, it is possible to enhance or combine current techniques in order to
improve retrieval results. The different methods for SWS retrieval should be eval-
uated at least regarding computation time and measures to identify the quality
of results, i.e., precision and recall.

2 Related Work

SWS retrieval is based on a matchmaking engine, i.e., an algorithm that finds
the best fitting Web services for a precise service request. There are no limitation
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regarding how this algorithm is actually implemented, the form of the request,
the number and the sequence of “best fitting” services, or which service feature
is retrieved. Several authors have proposed different kinds of matchmaking based
on the degree of conformity between the requests and Web service descriptions.
In most cases, service requests are expressed as Web service descriptions that
perfectly meet the requests; a query in terms of keywords or the ability to browse
a service repository are not provided. Hence, it is necessary to identify the inputs
and outputs of the Web service which fits perfectly, thereby making it more
difficult for uninformed users to find appropriate services.

An obvious approach to SWS matchmaking has been proposed, i.e., by [8]
and [5] with the matching of capabilities: A service is deemed to be of use for a
requester if all outputs requested are matched by the outputs advertised and if
all inputs needed by the service advertised can be covered by the inputs provided
by the requester. Matches between inputs/outputs requested and advertised are
categorized into exact, plug in, subsumes, and fail matches [5]. Thus, it is pos-
sible to arrange services by the degree to which they match the inputs/outputs
requested.

The four categories mentioned may also be employed to measure the degree to
which an advertised Web service can meet a request. A detailed implementation
of this approach is presented in [4]. The authors enhance the four mentioned cat-
egories by intersection. However, it is not possible to assess, for example, which
of two plug-ins better meets a request. Xu et al. propose the use of semantic
distances between concepts in an ontology which extends this categorization and
introduces a feasibility to rank Web service [9]. Klusch et al. enhance the fre-
quently applied logic-based approaches with content-based information retrieval
[1].

Regarding the evaluation of approaches to SWS matchmaking, most re-
searchers fall back on their own Web service data sets. Consequently, this con-
strains the ability to compare evaluation results. To overcome this issue, the
research community has come up with different contests in which researchers
can bring in their approaches for such evaluations.

The S3 Matchmaker Contest adopts the OWLS-TC2 test data set [2]. As its
name implies, this constrains the deployment of Non-OWL-S algorithms. Even
though OWLS-TC2 can be regarded as a state-of-the-art test data set at the
moment, it lacks real world examples and the semantic richness of Web services
[3]. It is planned to include WSDL-S/SAWSDL and WSML test data sets and
approaches in the next executions of this contest, but even then it would “only”
be possible to compare one SAWSDL-based approach to another SAWSDL-based
approach etc.

The Semantic Web Service Challenge is currently the most established con-
test and has been carried out several times since 2006. Its aim is to develop a test
bed for different matchmaking frameworks. Hence, this contest is independent
of Web service standards. All services are only specified by natural language
descriptions and hence must be adopted to the matchmaking approach at hand
[6].
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3 Expected Contributions

The contributions of my thesis include both an evaluation workbench that covers
the issues regarding evaluation approaches currently used and the evaluation of
a heuristic-based algorithm for SWS matchmaking.

The approaches presented to SWS matchmaking evaluation lack at least one

of the following issues (a detailed discussion of the pros and cons of these contests
is presented in [3]):

– Lack of real world example Web services

– A too small set of Web services

– Some meaningful evaluation criteria are not examined

– Limitation to one Web service standard

– Results are often not published in detail, i.e., the actual retrieval results per
query etc. are missing in the concerned publications

– Degree of matching is only of subordinated importance

While it is very difficult to address the first two issues without contributions
from a large community, it is possible to counter the remaining problems. Hence,
the implementation of the workbench in my thesis is based upon the following
principles:

– Provision of a Web-based workbench for SWS matchmaking algorithms which
can be used by the research community.

– Requests may be expressed in different Web service languages.

– Answer sets are not constrained by the language of existing Web services.

It must be noted that it should not and cannot be the aim of the proposed work-
bench to replace the well-established contests mentioned above. Quite on the
contrary, the goal is to provide researchers with another possibility to evaluate
SWS matchmaking algorithms, especially the approaches to SWS matchmaking
in our working group.

Current approaches to SWS matchmaking which do not take their perfor-
mance into account are hardly feasible in dynamic real-time scenarios due to the
large number of potential Web services involved. This is especially complicated
if a workflow has to be replanned at runtime. In such a case the computation
time of a composition becomes crucial. Hence, it is necessary to find the ap-
propriate Web services in a very short period of time. Replanning at runtime
becomes necessary, if the Web services chosen at design time are not available
anymore. Obviously, a service consumer is not willing to wait for the transaction
of a predefined functionality or workflow. Thus, it is necessary to identify and
make use of other possibilities to minimize the retrieval time for Web services.

This leads to an optimization problem based on the objective function and
constrains which have to identified. Instead of using time-consuming linear in-
teger programming, I propose the usage of heuristics in order to minimize com-
putation time.
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Fig. 1. Overview of Evaluation Workbench SEM.KOM

4 Next Steps

A prototypical implementation of the evaluation workbench has already been
carried out in SEM.KOM (cp. Fig. 1 and [7]). Although the capabilities of this
workbench are permanently enhanced, we have not yet implemented all possible
features of SEM.KOM. In particular, it is necessary to include more retrieval
approaches and Web service standards.

Currently, the components illustrated in Fig. 1 have been realized as follows:

– The request wrapper uses a RDF/XML format to convert the service request
into a comparable format. It is possible to use a keyword-based search or
to post the request in terms of a complete OWL-S description. The Jena

Semantic Web Framework (version 2.5.4) is used to read and write RDF-
and OWL-statements. In order to parse OWL-S, we use OWL-S API 1.1.0
beta (http://www.mindswap.org).

– It is possible to choose from two approaches of SWS retrieval (matching

engines): the implementation of either logic-based reasoning as presented
in [8] or keyword-based search. A combination of these approaches is also
provided.

– The service repository is available in the form of files in a directory and can
be accessed via an interface which wraps all the services advertised. At the
moment, we are deploying OWLS-TC (version 2.2 [2]) as the dataset for
testing.

– The result monitor provides the quality metrics precision, recall, F1 score
and average query response time and stores them and all corresponding
metadata.
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In the near future, the following steps will be performed:

The Workbench will be enhanced by more service wrappers in order to sup-
port SAWSDL-based service requests. Furthermore, it is planned to provide
the workbench via a website or as a Web service. One further long-term
objective could be the provision of an ontology-based GUI which allows for
the browsing of services.

The Heuristics have to be (mathematically) derived, implemented and eval-
uated both within SEM.KOM and in the contests mentioned in Sect. 2.
Furthermore, the heuristics should be able to deal with incomplete semantic
information.
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1. Research Problem 

A pre-requisite for the Semantic Web to become a reality is the availability of ontologies 
[1] and meta-data. In many cases, it might be necessary to align between different 
ontologies in order to ensure interoperability. The research in the area of semantic content 
authoring has brought up an inventory of mature techniques and tools for semantic content 
creation. However, there is a severe lack of semantic data available on the Web: one can 
only find few well-maintained ontologies, respective alignments and very little semantic 
annotation. For instance, a search on Watson1 or Swoogle2 for a tourism ontology does not 
deliver a proper tourism ontology even though travel and tourism ontologies have been 
created in many academic projects in the last couple years. Furthermore, one can observe 
very little involvement of Web users in the process of semantic content creation. However, 
this involvement is urgently needed: there are tasks that are trivial for a human user but 
still difficult for a computer [2, 3]. Conceptual modeling and semantic annotation are tasks 
that depend on human intelligence: even though approaches for automating these activities 
exist, the problem has not been solved completely yet and human input is required at some 
stage. Therefore, we are now confronted with the situation that even though the technology 
is available, there is very little semantic content which can be traced back to only little user 
involvement. We believe that this is caused by missing incentive structures: the effort of 
building ontologies currently outweighs the benefit.  

2. Motivation and Contribution 

This is in sharp contrast to the Web 2.0 movement, which has proper incentive structures 
in place [4-6]. In my thesis, I investigate intrinsic motivations of users for contributing to 
Web 2.0 applications and propose to define possible incentive models for the Semantic 
Web. More precisely, I propose to masquerade core tasks of weaving the Semantic Web 
behind on-line, multi-player game scenarios, in order to create proper incentives for 
humans to contribute. Doing so, I adopt the findings from the already famous “games with 
a purpose” by von Ahn [2], who has shown that presenting a useful task, which requires 
human intelligence, in the form of an on-line game can motivate a large amount of people 
to work heavily on this task, and this for free. 

                                                          
1 http://watson.kmi.open.ac.uk/WatsonWUI/ 
2 http://swoogle.umbc.edu/ 
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The contribution of my thesis is (1) an overview of incentives for users to contribute to 
Web 2.0 applications, (2) a survey on serious games and games with a purpose, (3) a 
conceptual framework that aims at (a) defining incentives (more precisely, intrinsic 
motivations) for the Semantic Web and (b) describing how to hide semantic content 
creation and maintenance tasks behind online games. Furthermore, I will provide (3) a 
proof-of-concept implementation with four cool games scenarios that will be available to 
the general public. Finally, I will (4) evaluate the fun factor of the games and (5) analyze 
the output of the games checking the correctness and the usefulness of the resulting data. 
OntoGame is an approach to the massive generation of lightweight knowledge structures 
that can serve as a starting point for further axiomatization, as training sets for semi-
automatic approaches, and that can be useful for machine learning techniques.  

3. Related Work 

Several “games with a purpose” have been described by Luis von Ahn and colleagues; 
they also coined the term “human computation”: The ESP game [7] aims at labeling 
images on the Web -  two players, who do not know each other, have to come up with 
identical tags describing an image. Peekaboom [8] works similar and has the objective of 
locating objects within images. Verbosity [9] is a game for collecting common sense facts. 
Phetch [10] is a computer game that collects explanatory descriptions of images in order to 
improve accessibility of the Web for the visually impaired. Law, von Ahn, and colleagues 
[11] came up with a game called Tagatune for music and sound annotation based on tags. 
However, their current prototypes remain mostly at the level of lexical resources only, i.e. 
terms and tags and are not directly connected with Semantic Web research.  

Liebermann and colleagues describe the game Common Consensus [12], which aims at 
collecting human goals in order to recognize goals from user actions and conclude a 
sequence of actions from these goals.  

Another approach to collecting common sense knowledge is the FACTory Game3

published by Cycorp
4: FACTory is a single-player online game that randomly chooses 

facts from the Cyc knowledge base [13] and presents them to the players. The player has to 
say whether the statement is true, false, doesn’t make sense, or whether the user does not 
know. The answers are scored depending on accordance with the majority of answers.  

A different type of games are so called passively multiplayer online games5, a term 
coined by Justin Hall. The idea of the PMOGs6 is to create avatars and game moves in 
multiplayer online games from user behavior on the Web. In other words, PMOGs 
translate e-mail content, chat logs, pictures, etc. into hunting parties, teams, puzzles, and so 
on.  

4. Approach

In my PhD thesis, I propose to hide relevant tasks of semantic content authoring behind 
online games. In this section, I outline the challenges of my approach and the design 

                                                          
3 http://game.cyc.com 
4 http://www.cyc.com 
5 http://passivelymultiplayer.com/PMOGPaper.html 
6 http://www.passivelymultiplayer.com 
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principles. Finally, I describe four cool OntoGame scenarios and explain how they address 
tasks in the Semantic Web lifecycle.  

Challenges 

The design of games for building the Semantic Web involves several challenges:  
(1) Conceptual model of the games: it is crucial to make sure that the games are interesting 
and deliver useful output at the same time. This involves not only nice user interface 
design but also methods to keep up interest. One example for this would be revealing 
information about the partner (gender, age, nationality, etc.).  
(2) Input data: For most game scenarios, a large corpus of knowledge, such as Wikipedia 
or YouTube, is required.  
(3) Deriving formal semantics: from the games, formal semantics must be extracted, i.e. 
exports in common languages such as OWL.  
(4) Cheating: ways to avoid cheating must be described and implemented.  
(5) Re-use and analysis of generated data: in order to increase the amount of diverging data 
gathered as well as further deepening the degree of detail of the data, one must find 
algorithms and mechanisms to re-use gained data.  
(6) Typical Mistakes: from first experiments, it is obvious that there are some cases where 
users tend to make mistakes, i.e. classifying something as a sub-class of a concept that is 
not correct. One has to find ways to avoid the impact of these “false friends”.  

Design Principles 

I build my work on OntoGame on the following design principles:  
I. Fun and Intellectual Challenge 

Fun and the game challenge are the predominant user experience. The actual tasks are very 
well hidden such that their serious and useful nature does not decrease the “fun factor”. 
Additionally, the games should comprise an intellectual challenge being fun and 
interesting at the same time.  
II. Consensus 

In our games, I adopt the “Wisdom of crowds” [14] paradigm. Groups only perform well 
under certain conditions: the group must be diverse, geographically dispersed, and 
members must be unable to influence each other. The settings of our games fulfill these 
requirements in order to tap the “wisdom of crowds”.  
III. Massive Content Generation 

The assumptions about the intelligence of groups are only true given mass participation. 
Our games aim at the massive generation of semantic content, and thus mass user 
participation.

Four Cool Scenarios 

In order to evaluate the set of abstract game scenarios, four games were implemented7 that 
address the whole Semantic Web lifecycle (Fig.  1): certain tasks involved in ontology 
construction, alignment, and semantic annotation can be hidden behind online games. In a 

                                                          
7 OntoPronto is released, OntoTube and SpotTheLink are close to release, OntoBay implementation 

is starting now. All four scenarios can be expected by summer 2008 latest.  
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nutshell, the OntoGame8 series includes the following games: OntoPronto is a game for 
annotating Wikipedia and for creating a huge general interest ontology (the English 
Wikipedia currently contains more than 2 Million articles). SpotTheLink aims at aligning 
the product and service classifications eCl@ss and UNSPSC, respectively their OWL 
counterparts eClassOWL and unspscOWL. OntoTube (Fig.  2) produces annotations for 
YouTube videos. A fourth upcoming scenario is called OntoBay and is a game for 
annotating eBay auctions by expressing the type of goods being offered using 
eClassOWL.9

Fig.  1. Games for the Semantic Web 

Lifecycle Fig.  2. Annotating YouTube 

5. Evaluation and Preliminary Evidence 

The objective of the evaluation is twofold: (1) to evaluate whether our first prototype 
creates an entertaining gaming experience and (2) whether the consensual conceptual 
choices of players in the games are correct. My hypothesis is that the majority of the 
players’ decisions are ontologically correct and players will enjoy the games. We plan to 
release the four prototypes to the general public on several game platforms and make many 
users play the games. I will then analyze the resulting data: absolute number of games, 
absolute number of resources (Wikipedia articles, YouTube videos, etc.), ratio of single-
player games, time invested by users, figures about the degree of consensus, and most 
importantly, the quality of conceptual salutation, i.e. mistakes that were made. For this 
purpose I will take representative samples and will ask experts to judge the correctness of 
the data. Furthermore, I will conduct surveys among players evaluating the fun factor, 
similar to the survey described in [15]. 
Preliminary evidence [15] indicates that this hypothesis is correct: OntoPronto, the first 
game of the OntoGame series, was released to the general public in Dec. 2007. Within the 
first two days, more than 200 players registered and played the game. The results of the 
analysis are promising: players make few mistakes and manage to find consensus in the 
majority of cases.  

6. Expected Impact and Roadmap 

Designers of semantic applications should start to think about incentives for users to invest 
time in those applications: in my thesis, I will provide helpful guidelines for adopting those 

                                                          
8 http://www.ontogame.org 
9 A more detailed description of the games can be found in [16]. 
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from Web 2.0 to Semantic Web. More precisely, the thesis will focus on games, 
implementing the motivation fun and competition. I believe that the games described in my 
PhD thesis have the potential to generate a huge amount of lightweight knowledge 
structures that are useful in several aspects: (1) use of the resulting data with very little or 
no changes as lightweight ontologies and annotations, (2) use of the resulting knowledge 
structures as a basis for domain ontologies for further axiomatization, (3) use as training 
data for semi-automatic approaches, and (4) for machine learning.  
So far, OntoPronto has been released to the general public. OntoTube and SpotTheLink are 
currently being tested. All four scenarios are expected to be online and broadly published 
by summer 2008. So far, my work was published in [15-17].  
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Abstract. Mining trends by analyzing text streams could enhance the
standard trend analysis based on numeric data. The use of qualitative
information in the process of trend recognition, in addition to that of
quantitative data, requires new analysis techniques. Since Semantic Web
enables the appropriate and advantageous formalization of knowledge, we
propose to include formalized expert knowledge in the process of trend
recognition. In this preliminary work, we introduce our approach based
on Semantic Web technologies combined with Data Mining methods for
mining trends in a given domain.

Key words: trend mining, trend recognition, semantic technologies,
pattern recognition, trend patterns, learning methods, trend pattern on-
tology

1 Introduction

”Stock market news has gone from hard to find (in the 1970s and early 1980s),
then easy to find (in the late 1980s), then hard to get away from.”1

A huge amount of textual information like business news is freely available on the
Internet2. This abundance of information makes the access of new information
far easier, as is also true of previously hidden knowledge. On the other hand,
in order to retrieve required information and discover the potential knowledge,
we need to utilize appropriate search and analysis techniques. Regarding busi-
ness news and the stock market, a ”human” specialist can deduce information
and knowledge she needs for the prediction of market movements. However, this
recognition and comprehension process is very complex and requires experience
as well as the initial context knowledge.
In our work, we concentrate on the trend mining process based on numeric data
and on textual information. Research projects like GIDA and TREMA have
shown that there is a huge demand for the research on and development of

1 Peter Lynch,2000 ”One Up On Wall Street: How To Use What You Already Know
To Make Money In The Market”

2 i.e. http://news.bbc.co.uk/2/hi/business, http://www.tagesschau.de/

wirtschaft/index.html, http://faz.net
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useful trend mining methods that are able to include analyses of textual infor-
mation in the process of trend recognition. In our work, we define repositories
consisting of quantitative data and qualitative data as simple hybrid information
systems. Regarding specific application fields, i.e. financial markets, the qualita-
tive data is represented by financial news whereas the quantitative data means
the numeric values of different trade instruments. Consequently, we aim to use
text corpus consisting of financial news in German language3 and correlate this
corpus with the trading values of a chosen financial instrument. In particular,
we concentrate on the analysis of the business news filtered over a period of 12
months due to the trend segments deduced from the market values of a trading
instrument. The focus of our research is on developing a solution relevant to
the trend mining problem in simple hybrid information systems which combines
a Data Mining approach and adequate Semantic Web technologies. There are
many other examples of simple hybrid information systems in application areas
like weather forecasting, traffic analysis, customer opinion mining, etc. We will
work on a solution that will be applicable in those different systems.
In the following, we outline briefly the idea of our novel approach for trend min-
ing. Section 2 gives an insight into research relevant to our work. In section 3,
we specify our definition of a ”trend” and outline the issues of our research.
Describing briefly the different methods from Computer Linguistic which can be
partially applied to the trend mining difficulty, we introduce Extreme Tagging
System (ETS) in 3.2. We close the section with a short paragraph about learning
methods that we aim to apply in the future.

2 Related Work

The research project GIDA4[6][1] and its follower, TREMA5, concentrated on the
fusion of multimodal market data in order to mine trends on financial markets
(GIDA, TREMA) and in market research (TREMA). These projects provide us
with our research direction. Since we aim to focus only on a fraction of the whole
trend mining process, in particular, on the search for the trend indicating lan-
guage patterns in news, we are not going to concern ourselfs with the conception
of a complex trend mining framework as the project TREMA does. Similar to
TREMA, we are using the Semantic Web technologies in order to support the
textual trend recognition. The difference lies in our idea of applying an ETS, as
described in section 3.2, instead of applying classic and hierarchical ontologies.
In [3] the concept of velocity density estimation is discussed for the trend mining
in supermarket customers’ data.This work “provides the user generic tool to un-
derstand, visualize and diagnose the summary changes in data characteristics”.
The aspects of dynamics and evolving data included in this research, could also

3 The corpus is available due to the cooperation with the German company, neofonie
GmbH

4 Description online: www.computing.surrey.ac.uk/ai/gida
5 Project website: www.trema-projekt.de
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be important for our work. The authors of [16] introduce a simple and inter-
esting knowledge-based approach for the kidney function monitoring in medical
diagnosis systems. In particular, the trends appear in the form of trend reports
which are counted on the numeric data and explained using a knowledge-base.
The use of a semantic knowledge-base will also be a part of our work. We are
going to use the knowledge base not only to explain the emerging trends but
also to learn from them. Trends based on keyword search statistics are well vi-
sualized by the Google-Trends [24] feature. Here, the trend mining of searches
actually shows anomalies appearing in the historic patterns of Google search on
the Web. Search for certain text patterns in the text corpus is also a part of our
work. The difference is that we aim to search for trend indicating keywords that
have been learned from historic data using semantic, not only statistic methods.
Another interesting tool is the BlogPulse [25] that identifies topics and subjects
that people are talking about in their blogs. BlogPulse shows the complex trend
concept. A trend is a phenomenon that consists of trend setters (blogs’ authors),
detected topics, “buzz” words, etc. In our work, we are assuming a simplified,
data and text oriented, trend definition that can be treated as a fraction of the
complex trend mining process.
As last, the work described in [10] could be very useful for us. In particular, the
definitions of theme, theme life cycle, and theme snapshot could be important
for our approach.

3 Mining Trends

In order to analyze trends, we have to define what is a trend. Since we aim firstly
to originate our trend recognition process in the numeric data, we will treat the
given text stream in a similar way as we might a data stream. With regard to the
trend analysis based on time series, the analysis process consists of four major
components or movements for characterizing time-series data [8]. We refer to
the long-term movements that can be visualized by a trend curve. Based on the
trend curve generated over quantitative data, we identify time segments for those
long-term movements that can have positive or negative trend values (”ups”
and ”downs” on the market). Correlating this segments to the news stream,
we identify a priori three trend classes: positive, negative and neutral class and
divide the news stream in the 3-category text corpus. Analyzing text corpus,
we will search for specific, so called trend-indicating keywords and statements.
Trend-indicating keywords from the financial market domain are i.e. cut, concern,
recession, etc. These simple keywords are subject to what we call trend indicating
language patterns.
When analyzing text corpus, we are concentrating on trend indicating language
structure and on the characterization of this structure. Firstly, we propose to
divide the identification of trend indicating language patterns (in the following
also called simple trend patterns) in the non-semantic feature extraction and in
semantic feature annotation (more in sections 3.1 and 3.2).
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In the following, we briefly describe stages in our proposed approach for the
trend recognition method.

3.1 Non-semantic trend patterns

Since we analyze a given text corpus that is divided in trend classes, the ”sim-
plest” method for identifying trend patterns is the counting of the most frequent
keywords or the TFIDF-method[15]. Different methods from text mining can be
successfully applied in order to identify keywords or simple statements from the
text corpus. However, we assume that not every keyword or statement extracted
from the given trend class in text corpus is the trend-indicating one. The in-
teresting point is how to recognize whether given keywords or statements are
trend-indicating or not.
In particular we rely on the observation that there are characteristic words
used in different domains describing the customer’s opinion and/or her senti-
ment[2][9][19]. Following from this, since most sentiment indicating words are
adjectives whereas the nouns build the sentiment concepts, then a possible and
very simple trend pattern in the text could consist of an adjective-noun word
pair. Using WordNet6 or a Part-Of-Speech analysis, we could identify these pairs
in the text corpus. Regardless, we assume that the search for trend patterns re-
quires more complex text analysis then the POS. We assume, that we should
investigate taxonomic and non-taxonomic relations between identified keywords
or simple statements. Additionally, we should consider the semantic orientation
as described in [7] and [19].

3.2 Trend pattern ontology

The non-semantic trend feature extraction provides a basis for a trend pattern
structure. This can be useful for both, analyzing trend patterns on the non-
semantic level and creating a trend knowledge base that provides insight into
the general characteristic of the trend patterns. A knowledge base can be real-
ized as a classic ontology. We propose the application of an adapted Extreme
Tagging System (ETS) as a knwoledge base for trend recognition. An ETS as
introduced in [18], is an extension of collaborative tagging systems which allow
for the collaborative construction of knowledge bases. An ETS offers a superset
of the possibilities of collaborative tagging systems in that it allows us to collab-
oratively tag the tags themselves, as well as the relations between tags. ETS are
not destined to exclusively produce hierarchical ontologies but strive to allow
the expression and retrieval of multiple nuances of meaning, or semantic associ-
ations. Our propose in this research is to use these novel knowledge acquisition
techniques, which are based on lightweight annotations in social environments,
in order to generate a semantic description for the analyzed application field.
We will apply an adapted ETS in order to gain expert knowledge of trend recog-
nition in the business field. We expect that the use of an ETS will bring an easy
6 http://wordnet.princeton.edu/
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retrieval and extraction of the expert knowledge in the form of a RDF triple set.
An initial set of tags (which should be tagged by experts in a given domain)
will be generated from the selected trend features that are extracted in a non-
semantic way from the text corpus (described in 3.1). Experts using the ETS
will play the ”association game” on the initial tag set. Created association sets
will be automatically converted to RDF-data. Produced RDF triple set will be
then used to generate a trend scheme. Furthermore, we will use the data from
ETS as the input for another feature extraction from the texts.
Combining the non-semantic search for trend patterns with the association sets
based on expert knowledge, we aim to create an appropriate semantic trend
pattern scheme- a trend pattern ontology- that will be applied to a learning
algorithm.

3.3 Learning Trends

Regarding different possibilities of learning methods from machine learning [11][14][21],
we firstly propose to use the supervised learning approach. Hence we work with
strictly separable text classes- the texts with positive trend indicating patterns
cannot belong to the neutral or negative trend category at the same time- stan-
dard classification seems to be an appropriate learning form for the trend recog-
nition problem, particularly where the trend classes’ ranges are well separable.
With regard to the evaluation of the advantages achieved through applied se-
mantics to the learning process, we propose to use firstly decision trees (i.e.
C4.5) or decision rules [21] which both allow the vizualization of the learned
model. Learning trends with decision trees means here learning trend indicating
language patterns that are expressed in RDF-triples.
However, once the feature space has been created from the text corpus (as de-
scribed in 3.1 and 3.2), we can use the features in order to validate the as-
sumptions about the positive, negative and neutral trend indicating patterns.
Therefore, we can use clustering as the alternative learning method for auto-
matically assigning the trend classes’ ranges. In our research we are considering
also different alternative learning algorithms like rough sets, fuzzy case reason-
ing, neural networks or inductive learning approaches [14][21][13][8] in order to
find the most appropriate one for the semantic-based trend recognition.

4 Future work

Given the directions for research outlined in section 3, we have chosen to continue
our work on the theoretical and the practical solutions in order to create a pro-
totype of here described semantic-based learning method for trend recognition
in simple hybrid information systems.
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Abstract. This proposal explores a general framework to solve software

analysis tasks using ontologies. Our aim is to build semantically anno-

tated, flexible, and extensible software repositories to overcome data

representation, intra- and inter-project integration difficulties as well

as to make the tedious and error-prone extraction and preparation of

meta-data obsolete. We also outline a number of practical evaluation

approaches for our propositions.

1 Research Problem

In Software Engineering, many tools have been used for years to support the
collaboration of development teams. Among others, these tools are typically a
version control system holding the project’s files in a versioned manner and a
bug tracking system in which defects and enhancement requests are stored. Re-
search has shown that these repositories contain a huge amount of additional
information that can be exploited to enhance the quality of software systems
(such as the detection of error-prone software patterns or the prediction of the
number of defects).An in-depth analysis reveals, however, that there are three
main obstacles to seamless software analysis: (1) data representation — the nat-
ural structure of the contents of these repositories is a typed graph (e.g., source
code syntax trees). However, most of current software analysis tools use rela-
tional database management systems requiring a transformation of the data to
the relational format. More importantly, they rely on propositional (i.e., one
table) representations for analysis, as most data mining algorithms use this for-
mat. Moreover, the data is often extracted in a form that is suitable for only
a particular task. These transformations are tedious, error-prone, and, usually,
lossful. (2) Intra-project repository integration — each of these repositories is
designed as a stand-alone system covering only a specific part of the software
development process. In order to generate uniform views on software projects,
methods are needed to overcome the boundaries of each isolated repository. (3)
Inter-project repository integration — fewest software projects use solely their
own code. Developers make pervasive use of components and frameworks hosted
in remote repositories, weaving a world-wide call graph. Hence, repositories of
different projects need to be accessed in a integrated manner.

In this paper we present our EvoOnt approach to address these three problem
areas. By integrating different repositories (data sources) using Semantic Web
technologies, we end-up in a graph-based approach that is capable of handling
distributed and heterogeneous software project data.
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2 Related Work

In this section, we summarize a small selection of the most closely related studies
addressing the identified problem areas.

Graph based software analysis. Collberg et al. [4] present Gevol, a
graph-based visualization tool for CVS and Java. The aim is to support develop-
ers understanding the software by providing visual representations of the source
code and its history. Sager et al. [13] present Coogle (Code Google) that imple-
ments a set of tree similarity measures to detect similarities between Java classes
of different releases of software projects. Coogle’s approach is to first transform
the abstract syntax tree (AST) representations of Java classes into intermediary
FAMIX tree representations [6], and second, to measure their similarity by ap-
plying tree similarity algorithms. FAMIX is a software source code meta model
designed to serve as an exchange format for object-oriented programming lan-
guages using flat text streams. Dietrich [7] proposed an OWL ontology to model
the domain of software design patterns to automatically generate documentation
about the patterns used in a software system. With the help of this ontology,
the presented pattern scanner inspects the ASTs of source code fragments to
identify the patterns used in the code.

baetle is an open-source project that aims to add semantics to software repos-
itories with a strong emphasis on bug tracker data.1 We tightly work together
with the baetle developers to combine our ontologies with theirs.
Intra-project repository integration. Fischer et al. [8] present their Release
History Database (RHDB) that integrates versioning and bug tracking systems.
The data is extracted and stored in a traditional relational database.
Antoniol et al. [1] combined the relational RHDB with FAMIX to integrate
source code with bug tracking and versioning system information.
Inter-project repository integration.Chang and Mockus [3] present a method
to detect file copies among different versioning systems to build a unified version
history.

None of the approaches above combines the strengths of an integrated soft-
ware ontology to address all three obstacles identified in the introduction.

3 Contributions

Data representation. Most of the studies presented in Section 2 use flat repre-
sentations of source code. This forces analyses to be on a textual level. Although,
valuable information can be extracted using text mining techniques, it is gen-
erally hard to detect different types of source code changes (e.g., structural vs.
nominal changes). Consider a similarity measure which is able to find changes on
the textual source code level (i.e., treating software code as a string of charac-
ters). Although the measure can, for instance, say that two software artifacts are
different if their copyright notes have changed, it can, however, not say anything
about the impact of this change on the software’s functionality. Therefore, we use

1 http://code.google.com/p/baetle/
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a graph-based approach to model the repositories using RDF/OWL ontologies,
which allows both textual and structural analyses.
Intra-project repository integration. There are two different relation types
among repositories. Implicit connections are defined by the data itself or given
by the nature of a repository. The relation between a file’s meta-data (e.g., create
date, file name, version information) and its content implicitly connects different
versions of the source code. Explicit connections need to be manually defined.
The connection between a bug report (i.e., a bug fix typically reported in a
bug reporting tool such as Bugzilla) and a specific file version (typically stored
in a version control systems such as CVS) needs to be explicitly defined by a
developer. This is usually done by mentioning a bug number in the comment of
a file’s new version (commit message), which can be extracted using simple text
mining techniques [8] to link the respective bug report with a version of a file.
However, the extractability of such explicit connections relies on disciplined and
uniform reporting practices of a development team. Another method of linking
a bug with a version is to compare the closing date of a bug report with the
creation date of a new version. Having matching or near-matching dates is a
strong indicator for a connection.

With the integration of repositories we can access the history of a file with all
changes made during a file’s life cycle. We can differentiate between evolutionary
changes (extension of functionality) and maintenance changes (fixes of bugs).
Inter-project repository integration. In a next step we can integrate a soft-
ware project’s model with the models of used external components. Whenever
a program makes a call to an entity that is not located inside the same project,
this can be considered an external function call. Our aim is to map these calls
to their representing source code model in a remote repository. One convenient
method is to relate external calls in the same way as internal ones differentiat-
ing them only using their differing namespaces (which need to have a uniform
transformation to the source-code-namespace/package-declaration). Having this
integration, we can explore the dependencies between a software and its com-
ponents analyzing, for example, the impact of a component’s replacement with
another (e.g., How does the code need to get adapted?) or the relation between
bugs and the usage of external components.

4 Research Plan

4.1 Current State of our Research

In a first step, we implemented a set of tools to extract and interconnect data
from software repositories (i.e., CVS, Bugzilla, and Java), and store it as in-
stances according to EvoOnt’s model. So far, we conducted several experiments
using query techniques, reasoning, similarity measures, and machine learning to
evaluate EvoOnt’s ability to serve as a general software analysis framework. We
briefly summarize our conducted experiments. In our previous work [11, 10], the
experiments are described in detail with example data from the Eclipse project.
Software metrics. We used plain SPARQL queries to compute object-oriented
software metrics [12]. These metrics are, e.g., the number of bugs per file, the
relative number of bugs or the fan-in fan-out of a class.
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Software pattern detection.Using ontological reasoning, we are able to detect
software patterns as well as anti-patterns, and code smells [12]. We achieved this
by defining a pattern (anti-pattern) using the concepts from our EvoOnt. We
build up an own pattern ontology which can, when conducting pattern detection,
be combined with the existing ontologies an a reasoner will then match the
defined patterns in the data.
Similarity measures / Software evolution. Having the data in a graph-
based format, we are able to calculate structural similarities between two versions
of a source code file using iSPARQL [9] running similar analyses as Coogle by
executing a single iSPARQL query.
Machine learning. Using SPARQL-ML, a SPARQL extension with machine
learning algorithms, we were able to simply reproduce tedious bug prediction
analyses [2].

4.2 Next Steps

Intra-project integration. So far, we used Bugzilla-, CVS-, and Java-repo-
sitories as data sources to extract software information from. However, there
are various other products, we plan to integrate: Jira (bug tracker), Subversion
(verisoning system), and C# (programming language) are our next candidates to
write RDF/OWL interfaces for. On the other hand, there are other repository
types involved in the software development process such as mailing-lists and
forums which we plan to integrate as well into our unified framework. These
types reflect the social network structure around the development process.
Inter-project integration. Inspired from Data-Warehousing, where hetero-
geneous data is accessed through a sole interface, we plan to implement such
behavior in EvoOnt as well. With the implementation of web-based, RDF/OWL
enabled interfaces exposing SPARQL-endpoints (e.g., for versioning systems), it
would be able to execute and answer SPARQL queries over the web. This enables
a repository to be linked from any other software project using this component’s
functionality.
Integration with software project repositories. We intend to integrate the
semantic capabilities of EvoOnt into commonly used software project repository
tools (such as Subversion and Jira) making the tedious extraction and prepara-
tion of meta-data obsolete.
Evaluation. In our first set of experiments, we evaluated EvoOnt against a
wide variety of software analysis tasks. In a next step, we plan to deepen certain
experiments. A first selection is:
The identification of the location of a bug. Usually, a developer links a version of
a source code file with a bug report whenever she fixed a specific bug. Derived
from this information, we can use graph algorithms to compute deltas between
the fixed and the pre-fixed source code version resulting in a subgraph exactly
representing the change made for fixing a bug. Having this portion of change,
we can try to identify the point in the history of the software when this changed
code fragment was inserted or modified. Our hypothesis would be that this is
the point in the software history where the bug was introduced.
Analyze the code co-evolution of projects and their components. This important
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task has been very difficult so far, as the inter-project connections has been
largely missing. The inter-project integration allows to uncover the relation be-
tween bugs of different projects. A bug may be misleadingly reported in a project
due to a bug in the referenced project. Moreover, the impact of updating to a new
version of a component that includes several bug fixes, and may have changed
its behavior can be made visible.
Analyze the connection between code elements and people with respect to their
relationship to Conway’s Law [5] and perform other in-depth social network
analyses.

5 Conclusions

This proposal outlined the advantages of applying Semantic Web technologies
to the field of Software Analysis. Specifically, we discussed how Semantic Web
technologies allow to overcome the data representation, intra-, and inter-project
repository integration problems. We, furthermore, succinctly outlined how we
intend to evaluate our approach by showing its usefulness for a variety of software
analysis tasks and publish the findings in the software engineering literature. We
also indicated our plans to develop semantically annotated software repositories,
which will make the extraction and preparation of meta-data obsolete.
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