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Abstract 
This paper presents integral linguistic model of the frame ontology and “Turkic Morpheme” 

linguistic portal, which is built on the basis of this model. The integrality of the model is based 

on fact that it combines two models of well-known linguistic resources namely WordNet and 

FrameNet. These models are expanded in the way of taking into account the structural and 

functional features of Turkic languages. The resources presented in the paper have two use 

cases for educational process. On the one hand, the portal database is a rich informational and 

reference material for the study of Turkic languages, and on the other hand, the ontology itself 

and the portal are used to teach semantic frames and ontologies in disciplines “Computational 

linguistics” and “Knowledge processing”. 
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1. Introduction 

In the beginning of 1960s, there has been an increase in research in computer processing of Turkic 

languages, and in development of technologies for Turkic languages integration into digital domain. 

Despite this, all Turkic languages (except Turkish) are still considered low-resource languages. 

One of the reasons for this, is that there is practically no real integration of Turkic languages 

processing research and linguistic resources creation for these languages. Developers duplicate 

linguistic models, resources, and software modules for NLP, which are basically 70-80 percent or more 

common to all Turkic languages. Now it is important to overcome such duplication, to join efforts on 

development of such resources and software modules. 

This should increase the efficiency of multilingual text processing systems development and serve 

to solve other fundamental and applied tasks. To solve them, we need conceptual and formal linguistic 

models, databases that are common for Turkic languages, as well as software built on the basis of these 

models. Obviously, one of important requirements for such project is to present the results in form of 

public internet resources. 

In 1988, the authors of article in the journal Soviet Turkology [1] presented a number of ideas for 

creating of unified electronic linguistic resources for Turkic languages, which were not implemented at 

that time. We will highlight two main ideas for our research: 

1. To solve practical problems, it is necessary to create a large multi-level machine fund of Turkic 

languages (MMFTL), which should be built in such a way as to model both the common Turkic 

language structure and the structure of each specific language with all its inventory and structural units, 

rules of sign representation of language elements in speech, including the rules of linear deployment of 

speech units. 
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2. It is advisable to build MMFTL grammar block in form of a set of lexical and grammatical 

morphemes, as well as syntactic schema-models, subordinating the structure to the general architecture 

of the fund. These listed sets of morphemes and syntactic schemes for individual languages should be 

combined into a general Turkic grammatical thesaurus, which could be created using the MMFTL. 

Since that time, the relevance of electronic resources for Turkic languages has not decreased. It is 

relevant despite the fact that there is currently a prevalence of technologies based on neural networks 

and machine learning in NLP. The main advantage of neural networks is that there is no need for 

detailed formalization of knowledge, since it is replaced by learning from samples. However, it is 

difficult to verbalize the results of neural network and explain why it made a particular decision. It is 

also impossible to guarantee repeatability and unambiguity of the results. This makes it difficult to use 

them in educational process. 

Machine learning systems need large volume of data ready with morphological, semantic, and 

syntactic markup without ambiguity. And given the fact that almost all Turkic languages (except 

Turkish) belong to low-resource languages, there are no electronic corpora and software adequately 

suitable for such task. This is a sufficient justification for the claim that along with machine learning 

technologies development, work should continue on rule-based technologies, software, formal methods, 

and ontologies. 

2. State of linguistic portals development 

Currently, there are sufficient number of linguistic portals and platforms for widely spoken 

languages (for example, Russian and English). Most of these portals are intended for use in educational 

process, language learning in particular. Our analysis shows that the closest to the software we are 

developing in terms of provided resources and services is the Software-Linguistic Platform (SLP) 

“Metafraz” for Russian language (Figure 1). The platform description [2] indicates multilingual 

character of the platform, where this multilingualism is formed by Russian, English and German. 

“Metafraz” SLP is based on the theoretical concept of phraseological conceptual analysis of texts and 

provides the entire technological cycle of converting the document text into its formalized semantic 

representation. 

 

 
Figure 1: Software-Linguistic Platform “Metafraz” 
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This linguistic software is developed in form of a single integrated multifunctional software package 

consisting of several subsystems designed to solve separate processing tasks, formalization, translation 

and analysis of semantic content from multilingual documents. At the same time, the platform includes 

software modules that allows to create and adapt declarative tools for tuning to a given subject area 

while automating the creation of dictionaries from text corpus. “Metafraz” SLP includes the following 

subsystems: 

 Text analysis subsystem. 

 Subsystem for management and visualization of text processing. 

 Text formalization subsystem 

 Subsystem for declarative tools creation. 

 Machine translation subsystem. 

 Storage subsystem for declarative tools. 

SLP provides the possibility of independent parallel data processing, distributed on different nodes 

of the Hadoop infrastructure, both at the level of message texts (i.e., each document is processed 

independently), and at the level of processing stages for a separate document (i.e., data extraction from 

one document is performed independently of data extraction from the same document). 

3. Methodology 

We propose an integral approach to the development of multilevel model for multilingual Turkic 

thesaurus. Among Russian research on the use of integral approach in computer linguistic models, we 

would highlight the “ETAP” project. During the project development, Y. D. Apresyan [3] described an 

integral approach, where the lexeme was proposed as the basic unit of model. In our model, taking into 

account structural and functional features of Turkic languages, we proposed to use the morpheme as 

the basic unit. 

When creating the model in this research, we used the pragmatically-oriented approach to linguistic 

models, resources and software development, including a minimum set of tools sufficient to solve a 

certain range of problems. The pragmatic orientation in this project is to use a model as representation 

of agglutinative languages or, according to the classification of C. F. Hockett [4], set of languages with 

element-combinatorial morphology. 

According to Hockett, the element-combinatorial model of morphology is a model focused on the 

“agglutinative standard” of word forms that allow for one-valued segmentation. The main approach of 

this model is linear segmentation. The model identifies allomorphs used in a particular context, as well 

as “non-separable morphemes”. 

4. Integral linguistic model 

We propose an integral pragmatically-oriented linguistic model for implementation of the 

multilingual Turkic thesaurus. Its integrality is achieved by combining several models of linguistic 

information representation, including frame ontology, proposed in [5] and linguistic ontology, proposed 

in [6]. 

 

The model of frame ontology proposed in [5] has the following notation: 

OF = < C, R, S, G, T, DS, DG, E > 

C = { ci| 1, ..., n } – a finite non-empty set of frame classes describing concepts of ontology domain 

R = { ri| 1, ..., m } – a finite set of binary relations on frame classes, R ϵ C × C, R ={ RISA }Ս{ RASS } 

RISA – a set of set of antisymmetric, transitive, non-reflexive “class-subclass” hierarchical relations 

RASS – a finite set of associative relations 

S = { si| 1, …, k } – a finite set of slots (class attributes) 

G = { gi| 1, …, l } – a finite set of facets (slot attributes) 

T – a finite non-empty set that defines a controlled dictionary of ontology domain terms 

DS – a finite set of slot types 



25 

 

DG – a finite set of facet types 

E = { ei| 1, ..., u } – a finite set of class individuals. 

 

The linguistic ontology proposed in [6] has the following notation: 

O = < L, C, F, G, H, R, A > 

L = LC Ս LR – an ontology dictionary 

LC – a set of lexical units (signs) for concepts 

LR – a set of signs for relations 

С – a set of ontology concepts 

F – relations of language elements { lj } ⊂ LC with sets of concepts 

G – relations of language elements { lj } ⊂ LR with sets of relations 

H ⊂ С × С – taxonomic relations between concepts 

R – non-taxonomic relations between concepts 

A – a set of ontology axioms. 

 

There are several projects which combine different types of ontological models. Among the most 

well-known resources created by combining electronic linguistic resources are BabelNet, Predict 

Matrix [7,8], SemLink [9]. They differ in the technologies used for combining: automatic or manual. 

What all these models have in common is that they combine existing resources. In contrast, our project 

assumes the creation of a new linguistic resource. 

Based on the analysis of the previous ontological models, we propose the following ontological 

model: 

OF = < C, R, S, L, H > 

С – a set of ontology concepts, in our model C = CO Ս CAct Ս CAtr 

CO – object concepts 

CAct – action concepts 

CAtr – attribute concepts 

R = { ri| 1, ..., m } – a finite set of binary relations defined on classes, R ϵ C × C, R ={ RISA }Ս{ RASS } 

RISA – a set of set of antisymmetric, transitive, non-reflexive “class-subclass” hierarchical relations 

RASS – a finite set of associative relations, in our model these relationships are used to link roles 

S = { si| 1, ..., k } – a finite set of slots for situation frames 

F = { fi| 1, ..., l } – a finite set of facets (slot attributes), in our model facets constitute role attributes 

which describe available concepts in role and signs for role notation 

L = LC Ս LR – ontology dictionary 

LC – a set of lexical units (signs) for concepts 

LR – a set of signs for relations 

H = HC Ս HR 

HC – links between language elements and concepts 

HR – links between language elements and relations. 

5. Software implementation 

On the basis of the proposed ontology, a subsystem of the existing “Turkic Morpheme” portal [10] 

was developed, which implements the multilingual Turkic thesaurus. The “Turkic Morpheme” portal 

(Figure 2) is a set of services for computer processing of Turkic languages, which performs the 

following functions: 

1. Information and reference educational system for Turkic languages; 

2. Tools for database of the Turkic Morpheme Model; 

3. Platform for communication of specialists in Turkology and Turkic languages processing; 

4. Set of software modules that allow Turkic languages processing. 
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Figure 2: Main page of “Turkic Morpheme” portal 

 

One of the main portal functions is scientific and practical research in the field of Turkology. The 

multilingual Turkic thesaurus is naturally embedded in the integral model, key element of which is the 

Turkic morpheme. A morpheme is a minimal significant unit of a language, morphemes are divided 

into root and affixal types. The thesaurus complements functions of the portal itself with database 

entities and its own reference system, along with text processing services demanding semantic and 

syntactic data. 

Server part of the portal is written in Python using the Django framework. The choice of language 

is determined by availability of many functions and software libraries for NLP. The Django framework, 

in turn, allows to effectively develop web applications, automates and simplifies the database 

interaction. The toolset of this framework already takes into account the most common tasks of web 

services development. PostgreSQL is used as a database management system (DBMS). This DBMS is 

open-source, supports advanced functionality and high level of query execution optimization. 

User interface is implemented in form of HTML pages with JavaScript code generated on server 

using a special template engine provided by the Django framework. Accordingly, the developed portal 

subsystem for multilingual Turkic thesaurus uses all these technologies. 

Within the framework of multilingual Turkic thesaurus subsystem, an information and reference 

educational service is implemented for the basic portal users (readers), a typologist's workspace for the 

common part of database interface, and an expert's workspace for the language-specific part of database 

interface. Therefore, there are three modes of subsystem usage: reader mode, typologist mode, and 

expert mode. 

The common part of multilingual Turkic thesaurus contains information on semantic elements that 

are common to all languages included in the model. These elements are: concepts (objects, actions, 

attributes) and situation frames. Figure 3 shows the conceptual schema of database for the common part 

of thesaurus. Concepts express meanings with different relations between them. Situation frames 

consist of roles that are linked to a certain set of concepts in the context of particular situation. 
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Figure 3: Conceptual ER-diagram of the common part of thesaurus 

 

Database interface for the common part of thesaurus is available to both portal administrator and 

typologists through the functionality provided by the typologist's workspace (Figure 4). At the same 

time, the typologist has write-level access only to those concepts, frames and roles that he authored, 

while the administrator has access to every element of the common part. 

 

 
Figure 4: Typologist's workspace, concept editing form 

 

The language-specific part of thesaurus includes those meaning representation elements that 

completely depend on the specifics of a particular language. They are root morphemes and language 

frames. Root morphemes are linked to concepts from the common part of thesaurus as some part of 

speech. Language frames implement situational frames for a specific language, using the grammatical 

part of Turkic Morpheme Model database, namely affixal and analytical morphemes and grammatical 

values. Figure 5 shows a conceptual schema of database for the language-specific part of the model. 

The expert has full access to the language part for the corresponding language through the workspace 

functionality (Figure 6), can add, edit, delete root morphemes and language frames. 
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Figure 5: Conceptual ER-diagram of the language part of thesaurus 

 

 
Figure 6: Expert's workspace, root morpheme editing form 

6. Conclusion 

The integral ontological model and the “Turkic morpheme” linguistic portal, presented in this paper, 

are already released and used by specialists both for accumulation of linguistic data on Turkic 

languages, and in educational process as a reference source for the study of Turkic languages or 

semantic frames and ontologies. Currently, the portal has more than 40 registered experts in various 

Turkic languages working on portal database. At the same time, the portal is constantly being 

developed, new modules and services are being implemented. In the future, it is planned to create an E-

assessment system based on this portal, which will further expand its use in educational process. 
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