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Abstract

This article presents a structure of multiple shared
ontologies to integrate heterogeneous sources. This
structure is intended to be easy to implement to
maintain and to scale, and also close to the human
model of conceptualisation. The structure has been
investigate in a small scale experiment set in the
domain of the international coffee preparation. The
coffee-preparing domain is attractive as it serves
to illustrate that different communities may share
knowledge at different abstraction levels.

1 Introduction

In this article we discuss a small-scale experiment investigat-
ing an architectures for the integration of heterogeneous re-
sources. In this architecture resources are clustered on the
basis of the resemblance between their conceptualisations
of their domains. One of the motivating ideas is that - as
with inter-person interaction - resources with a similar con-
ceptualisation can have more ’in-depth’ conversations than
those who share less of their conceptualisation. The archi-
tecture investigated is intended to be closer to human con-
ceptual model, more convenient to implement and give bet-
ter prospects for maintenance and scalability. This structure
of ontologies builds on ideas illustrated in two previous pa-
pers [Sha97] [Vi98b] and has been investigated in a small
scale experience set in the international coffee-preparing do-
main. In section 2 the background of the ontology-clustering
idea is discussed while section 3 presents the motivating sce-
nario. Section 4 then presents a so-called ’ontology cluster’
architecture while section 5 illustrates how communication
between resources is performed in this architecture. Finally,
section 6 conclusion are drawn.

2 Multiple shared ontologies
The integration of heterogeneous knowledge sources has
been addressed using different approaches, some of them in-
tegrate knowledge via shared ontologies. All the approaches,
however, are based on the some functions performing the
translations between the ontologies (shared or not). These
functions are often called in the literature mapping functions:

Concepts can be shared between different resources if an ap-
propriate mapping function can be found that translates a con-
cept understood by one resource into a concept that is under-
stood by another resource. This is the minimal requirement
for two resources to share knowledge.
The integration of heterogeneous sources can be accom-
plished without an intermediate ontology. This is the so-
called ’one-to-one’ approach, where for each ontology a set
of translating functions is provided to allow the communi-
cation with the other ontologies. Such an approach would
require in the worse case, that is if the mappings are not iso-
morphic, the definition of mapping functions, if n
ontologies are comprised in the structure. This is what hap-
pens in the system OBSERVER [Men96]. This approach only
seems feasible only if there are a few ontologies (resources).
It also would not be very scalable because if a new resource
is added to the structure this approach requires the definition
of n new mapping functions.
Many architectures to integrate resources comprise a single
shared ontology, an example is given by InfoSleuth, [Bay97]
and by the KRAFT project [Gra97] [Gra98]. Whether
such approach is conceptually realistic is a matter of debate
[Sha97]. The drawbacks of dealing with a single shared on-
tology are similar to those of any standard (see also: [Vi98b]).
Often, standards are not very convenient to use since they
have to be suitable for all potential uses. Also, the task of
defining such standards is often lengthy and complicated.
Moreover, committing to a standard restricts the degree of
heterogeneity that may exist between those using the stan-
dards, and, last but not least, standards - by their nature -
resist changes, partly due to the aforementioned reasons.
In contrast to an approach in which all resources share one
body of knowledge here we propose to locate shared knowl-
edge in multiple but smaller shared ontologies. This ap-
proach, which is thought to be more flexible and scalable, is
referred to as ontology-based resource clustering, or shortly,
ontology clustering [Sha97]. Resources no longer commit to
one comprehensive ontology but they are clustered together
on the basis of the similarities they show in the way they con-
ceptualise the common domain. Ontology clusters are then
organised in a hierarchical fashion. The structure of ontology
cluster is described in section 4.



Concept Description
Coffee ingredient The substance derived from the cof-

fee plant that is used to prepare
coffee.

Kitchen appliance A physical object that is used as
kitchen tool.

Coffee drink A drink produced by using some
coffee ingredient, water and a
kitchen appliance.

Coffee maker A kitchen appliance that produces
coffee drink and is composed by a
filter component, a liquid container
and a coffee holder that holds either
some solid substance or some liquid
substance.

Heating device A kitchen appliance that is used to
warm something.

Hot water Is water with a specific temperature
greater than 90 Celsius degrees.

Solid container Some sort of substance container.
Liquid container Some sort of substance container.

Table 1: Concepts shared by all agents

3 Motivating Scenario
The ontology clustering approach has been investigated in a
small scale experience set in the domain of preparing cof-
fee. Four agents from four different countries are hypothe-
sised to tell each other what coffee means in their country.
In the remainder the word agent refers to either a human or
a software one. Software agents were not implemented in
the experiment. The agents are François from France, Nicola
from Italy, Charles from the United Kingdom and Klaas from
the Netherlands. The agents share a basic understanding of
the domain in that they know what the basic ingredients are
and that the coffee powder (where powder refers either to the
ground coffee or to the instant coffee grains) and hot water
somehow need to be combined, but there are regional dif-
ferences. Agent know how coffee is made in their nation,
what the ingredients are and the tools necessary to prepare it,
and what their name is. Stereotyping these nations a bit fur-
ther we here assume that François only knows about cafetière
coffee , Nicola only knows espresso coffee (prepared with
an espresso coffee maker , Charles only knows about instant
coffee (prepared with a kettle), and Klaas can only make cof-
fee with an electric coffee maker. The shared concepts how-
ever, should guarantee that dialogues about the meaning of
unfamiliar concepts are possible and it will be illustrated that
agents who share more concepts can have more ’meaningful’
conversations. Table 1 shows the most important shared con-
cepts.

Besides the universally shared concepts, the agents also

A cafetière is a jug in which ground coffee is placed. After
pouring hot water on the coffee a filter is pressed through the jug.

An espresso coffee maker has a water tank, a filter (that also
holds the coffee), and a coffee reservoir. Coffee is made by forcing
boiling water under pressure (in the water tank) through the ground
coffee that is held in the filter.)

have a set of local concepts about coffee drinks, such as the
concept of coffee maker in their countries or the type of coffee
used in their nations to prepare a coffee drink. These concepts
are related to more general knowledge such as that the coffee
drink has water and coffee as ingredients, that a coffee maker
is a kitchen tool etc. The local concepts for each agent are
illustrated in Table 2.

Although all the agents share the basic concepts above
those are not the only shared concepts. In fact some more
knowledge is shared by a restricted number of agents. For ex-
ample, from the description of the local concepts in table 1 it
is possible to notice that the concept of Electric coffee maker,
known by Klaas, is quite similar to the one of Espresso coffee
maker, known by Nicola. Indeed both are coffee makers and
both have a component where the water is put, a component
to hold the coffee ingredient that also acts as filter during the
coffee preparation and a component where the coffee drink is
saved.
Communication between the agents centres on finding the
similarities in the conceptualisations. That is, an agent tries
to explain to another agent how coffee in his country is made,
using his own concepts as starting point. He will try to un-
derstand what the other agent knows and explains unknown
concepts in terms familiar to the other agent. To illustrate the
process, we here give an example of the type of interactions
between the agents in the experiment. This specific dialogue
refers to a conversation between Nicola and Franois (disre-
garding their native languages to preserve clarity).

Nicola: What do you use to make coffee?
François: I use hot water, ground coffee pow-

der, a kettle and a cafetière
Nicola: How hot is the water?
François: Hot water is a kind of water that has

temperature higher than 90 degree
Celsius

Nicola: You use ground coffee powder, what
is that?

François: Ground coffee powder is the same as
ground coffee

Nicola: What is a kettle?
François: A kettle is a heating device
Nicola: What is a cafetière?
François: A cafetière is a coffee maker that

consists of a jug and a filter device
Nicola: Does the cafetière have a water

reservoir?
François: A cafetière has a jug that is a sub-

stance container, where substance
can be either solid or liquid. The jug
can contain liquid that is hot water
or the actual coffee drink

Nicola: What is the ground coffee kept in?
François: Ground coffee is kept in the jug, as

it can also contain solids
Nicola: Does the jug have a filter, then?
François: No, the jug does not have a filter, but

the cafetire has a filter device that is
a filter component.

Nicola and François are struggling to understand each



François Nicola Charles Klaas
Ground coffee powder Ground coffee ingredient Instant coffee grains Ground coffee
French coffee Espresso Instant coffee Dutch coffee
Cafetière (composed by a
jug, a filter device and pro-
ducing French coffee)

Espresso coffee maker (com-
posed by a water reservoir, a
coffee reservoir, and a filter
and coffee holder, and pro-
ducing Espresso coffee)

Mug Electric coffee maker (com-
posed by a jug, a water reser-
voir and a filter and coffee
holder constituent and pro-
ducing Dutch coffee)

Kettle Kettle

Table 2: Concepts not shared by all agents

other because they share only very general concepts about
coffee. Moreover, the dialogue does not completely explain
the relationships between the meaning of terms. For example,
Nicola will be able to understand that a jug can contain both
liquids and solids, but he will not be able to fully infer that
the jug in the cafetière corresponds to both the water reser-
voir and the coffee reservoir and the filter (in that it contains
ground coffee) in the Espresso coffee maker. A conversation
between Nicola and the Dutch agent Klaas will be less trou-
blesome since these agents share more concepts.

4 Ontology Clusters
Ontology clustering is based on the similarities between the
concepts known to the different agents. Since in this appli-
cation all agents are assumed to be familiar with concepts
such as coffee beans, water, and kitchen appliances, we group
these concepts in a so-called application (specific) ontology,
rooted at the top of the hierarchy of ontologies. The ontology
on top of the hierarchy describes the specific domain and so
it is not reusable. For this reason, and following Van Heijst
approach [Van97] it was named application ontology.
The concept definitions in this application ontology are de-
rived from an existing top-level ontology, which is here cho-
sen to be WordNet [Mil90].
The application ontology contains a relevant subset of Word-
Net concepts. For each concept a sense is selected, depend-
ing on the domain, from those provided by WordNet. If some
agents share concepts that are not shared by other agents then
there is a reason to create a new ontology cluster. A new on-
tology cluster here is a child ontology that defines certain new
concepts using the concepts already contained in its parent
ontology. The Italian and Dutch agent, for instance, share the
concept of a ”coffee-maker device” that has a water container
a filter that also holds coffee and a coffee container. This con-
cept is unknown to the French and English agents. Ultimately,
the agents are likely to have concepts that are not shared with
any other agent. In our ontology structure, we then create a
separate, agent-specific ontology as sub ontology of the clus-
ter in which the agent resides. We refer to these ontologies
as mirror ontologies since they mirror the local agent ontolo-
gies. The mirror ontologies are the leaf nodes of our ontol-
ogy hierarchy. Since the local ontologies are expressed in the
agent’s mother tongue the language heterogeneity (due to the
use of different languages and different vocabulary) occurs
between the local and the mirror ontologies. To overcome
this kind of heterogeneity the local ontologies are translated

Figure 1: The hierarchy of multiple shared ontologies

in one common language, here English. In figure 1 the on-
tology hierarchy together with mappings between local and
mirror ontologies are presented.

In each of the ontologies in the structure concepts are de-
scribed in terms of attributes and inheritance relations hold-
ing in the ontology’s structure. Concepts are hierarchically
organised and the inheritance allows the passing down of in-
formation through the hierarchy.
Each sibling cluster specialises the concepts that are in its
parent cluster, therefore the lower level clusters have more
precise concept definitions than the higher levels, making the
latter more abstract. Since different siblings can extend their
parent cluster concepts in different ways the cluster hierarchy
permit the co-existence of heterogeneous (sibling) ontologies.

Concepts are expressed in terms of inherited and distin-
guishing attributes. Inherited attributes are those expressing
the similarities between a parent concept and its siblings (the
parent concept can be defined in the ontology itself or in a
parent ontology). They describe the main characteristics of a
concept that are also present in its sub-concepts. A concept
that specialises a more general one inherits all the attributes
from its parent concept.
To the set of inherited attributes other attributes are added to
distinguish the specific concept from the more general one.
These attributes describe the characteristic differences be-
tween a concept and its siblings. The distinguishing attributes
are used to map concepts from a source ontology into a des-
tination ontology preserving the meaning of the concept.



5 Communication between resources
In the ontology structure communication between resources
is performed via mapping functions (section 2). In this ex-
periment mappings can be either partial or total and are not
necessarily isomorphic; that is if a mapping function exists
from a resource A to a resource B this does not imply that
the opposite mapping from the resource B to the resource A
exists.
The remainder of this section outlines how we envisage that
communication between the resources in the ontology struc-
ture is performed. Two kinds of translations between ontolo-
gies are distinguished:

1. Translations of the first type are those mapping concepts
from the agent’s local ontology onto a corresponding
concept within the ’mirror’ ontology. This is a language
translation and will largely imply a direct word-by-word
mapping although common language-translation prob-
lems occur here (e.g. [Mah95]). This first step resolves
the heterogeneity due to differences in the language and
terminology used to represent the conceptualisation.

2. Translations of the second type are those that will be
encoded in functions mapping concepts between the on-
tologies composing the structure, thus translating con-
cepts from one ontology, possibly repeatedly, into its
child or into its parent ontology. The aim of this step
is to resolve ontology heterogeneity, that is ontological
differences. Concepts belonging to one of the ’mirror’
ontologies are mapped into concepts of another ’mir-
ror’ ontology via one or more shared ontologies. The
remainder of this section will focus on this type of trans-
lations.

In the reminder we will use the term source ontology to
denote the ontology containing the concept that is to be trans-
lated, whereas we use the term destination ontology to denote
the ontology the concept has to be translated to.
The ontologies in the structure are hierarchically organised,
and for this reason translating from the source ontology into
the destination ontology may generally consist of two types
of translation steps. The first type of is generalisation (from
the concept to its hypernym in the same or in a parent shared
ontology). The second type is specialisation (from the con-
cept in the parent shared ontology to its hyponym in the same
or in another ontology). However, the mere translation of a
concept through a generalisation and a subsequent speciali-
sation is not enough; indeed such a translation is guaranteed
to preserve the meaning only if the concept to translate has
a synonym in the local destination ontology. If this is not
the case the concept will be mapped into a more general one,
and thus it will be an approximation. This is what happens
in the SIMS project [Are96] where a query is reformulated
as the union of its more general concepts using the relation-
ship holding between a class of concepts and its super-class.
To preserve the meaning, however, some constraints can be
added.
The translation between local ontologies can be summarised
by the following steps:

a) The concept needing to be translated is identified.

b) Once identified, the concept is translated into the terms
of the shared ontology immediately above the source on-
tology. If a direct translation does not exist the first hy-
pernym of the concept is found such that a translation
exists between the hypernym and a concept in the shared
ontology immediately above. The same translation pro-
cess is applied to all the concepts in the destination on-
tology.

c) The hypernym of the concept is then located in the
shared ontology.

d) The attributes of the concept in the source ontology are
compared with the attributes of the hypernym just found
to select the distinguishing features;

e) Then the concept expressed in terms of the shared ontol-
ogy, (that is the relationships holding between concepts
in the structure are identified) together with its distin-
guishing attributes is passed to the parent shared ontol-
ogy;

f) If in the destination local ontology there is a concept
that is a specialisation of the one passed to the shared
ontology, then for this local concept a mapping can be
defined between the original local concept and the one
just selected. If not the procedure is recursively applied,
climbing up a level to the more general shared ontology.

This kind of translation obtained by subsequent generalisa-
tion and specialisation steps is effective only if the source and
the destination concepts have a common ancestor that is not
too high in the hierarchy, otherwise the information loss due
to the generalisation is too high, and the translation obtained
might be a trivial one.
To avoid the loss of information that is intrinsic of a generali-
sation, attributes and relations linking concepts play a crucial
role. In fact they not only allow the identification of the hy-
pernym of a concept (either in the same or in a shared ontol-
ogy) but they also allow to ”attach” some characterising in-
formation to each concept thus giving a distinction between
the concept itself and its parent.
An example showing how translation is performed in this
structure can be found in [Vis99].

6 Conclusion
In this article we reported on a small experiment in the in-
tegration of heterogeneous information sources. The aim of
our experiment is to investigate the feasibility of using a set
of related ontologies rather than one over-arching ontology or
several independent ontologies. We discussed a proposal for
an agent architecture with a hierarchical ordering of ontolo-
gies. Ontologies lower in the structure contain more refined
concepts than the ontologies higher in the structure and since
different branches of ontologies may extend on their concepts
in different ways, the structure allows heterogeneous ontolo-
gies. The coffee-preparing domain is attractive as it serves
to illustrate that different communities may share knowledge
at different abstraction levels. Since all communities share
the ’coffee basics’, there will always be a way to explain un-
known concepts in known terms, albeit that this may cause
loss some of information.



Although the idea of using abstract and more refined ontolo-
gies is not a novelty, the idea to use a structured set of het-
erogeneous ontologies simultaneously in a distributed archi-
tecture has not received much attention. In such architectures
we hope to combine the advantages of having abstract on-
tologies (general applicability) and refined ontologies (more
meaningful communication). Unfortunately, we also inherit
some disadvantages. One important disadvantage of ontol-
ogy structures such as the one proposed is that translations
are required between the ontologies in the structure. In the
article we have shown the role of inherited and distinguish-
ing attributes in such translations. We think the disadvantage
can be outweighed by the benefits of having a more flexible
and maintainable way of dealing with communication stan-
dards. Ongoing experiments will focus on the evaluation of
the translations obtained with such approach, and on extend-
ing the approach in the case of real life applications with sev-
eral definitions. These experiments aim at giving us more
insights regarding the circumstances under which advantages
and disadvantages take manifest.
This research is partly conducted as a PhD project of the sec-
ond author who will continue to explore the possibilities of
ontology structures and their implications on agent commu-
nication.
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