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Abstract

One of the major puzzles in performing multi-agent-based simulations is the validity of their
results. Optimisation of simulation parameters can lead to results that can be deceitful, opti-
mistic, or plainly wrong. When the issue at stake is inherently complex, which is frequently
the case with social phenomena, the search for emergent outcomes is closely related to macro
effects deriving from micro behaviours, and the drawing of valid conclusions from the analysis
of the observed results should be done with extra care.

Multi-agent-based social simulation is increasingly used not only to understand and explain
phenomena, but also to predict outcomes and even to prescribe measures to be adopted by
colective (public or private) entities. The notion that conclusions of simulation studies will
be applied to real social settings brings an added responsibility to the researcher. Principled
methodologies are needed that can minimise the ad hoc nature of experimentation.

In this paper, we present a set of methodological principles to explore the space of possible
designs involved in simulation experiments. Principles are needed not only for the design of
agents and the societies they are immersed in, but also for the design of models of simulations
themselves. Several techniques are shown that can provide an increasingly broad covering of the
space of possible experiment designs. We also explore some alternatives on how to progressively
complexify particular mechanisms.

1 Introduction

In multiagent systems (MAS), the main concern has been to develop a sound principled recipe to
develop and deploy a system from a more or less formal specification. Recent work by Wooldridge
et al. [25] was preceded by other attempts such as ours [12], or those of Cohen at al. [13, 21]. A
good overview can be consulted in [9] but we will not address all the methodologies therein because
of space limitations. Early inspirations already realising the complexity of the task can be found
in [24].

In a discipline such as Multi-Agent-Based Simulation (MABS), the idea is to bring together MAS
and Social Sciences in a mutually fruitful cooperation. Concepts and techniques from the Social
Sciences have been in the genesis of MAS, and social scientists now resort to MAS environments as
an additional means with which to conduct experiments and validate theoretical work. The MABS
endeavour is a fertile cross-cultural field, where some of the most exciting ideas from the several areas
involved get assessed and tested. Methodologically speaking, MABS is a hard venture, because of
the complexity of the systems involved, which is severely boosted up by desirable characteristics of
MABS systems, such as agent autonomy, agent heterogeneity, and the sheer number of interactions
among agents. Gilbert’s methodology [17] is similar to Cohen’s MAD (Modelling, Analysis and
Design), but differs in a significant step, as we will show below. A note on the tackling of complexity
at large, through MAS installations, is necessary to support the idea that ad hoc procedures are
not advisable today.

When MABS is used to do Social Simulation, our aim is to have a deeper understanding of some
selected social phenomena, overtaking some of the typical pitfalls met when using reductionist
perspectives over an intrinsically complex problem. We conduct Social Simulation by bringing
an holistic view into exploratory agent-based simulations. However, if the methodological stance
towards MAS and MABS has already been addressed, the field of exploratory simulation is even



more complex, and is still in need of some principles with which to guide the researchers in such a
way that strengthens confidence in the obtained results, and their analysis.

So, in this paper we will propose a draft of a set of methodological principles with which to guide
exploratory simulations in Social Science phenomena. This methodology builds up from other MAS
and MABS methodologies to address all levels of complexity in such a simulation, namely, the agent
cognitive level, the societal level, and the experimental (simulation) level itself. The leitmotiv of
this methodology will be centred around complexity. We need to explore complex systems to get to
know them, not to simplify them to a point we can easily know them. To this end, we build up on
our vision of MAD methodology, (back and forth journeys in design proposed in [12]), complement
it with more recent developments on individual decision in the BVG (Beliefs-Values-Goals) choice
framework [6], and a schematic vision of exploratory simulation we addressed in [5].

The development of this methodology was based on the tax compliance scenario as inspiration
and applicational support [3, 4, 8]. We should note that the kind of activities that e*plore involves,
by no means eases up the task of the developer and simulator. What it does it to explicitly consider
the structure of the development of the several models. The result of this exploration of the space
of possible models could be compared in terms of complexity and effort with the usual process of
sequential development, programming, and refinement of one model. However, instead of looking
for the model, it does consider design options and lists alternative models. In these alternative
scenarios, somewhat simplified visions of the problem are studied. Admittedly, this involves the
risk that some necessary complexity is lost in the separation of characteristics. Still, no single one of
this models is the absolute answer to the proposed problem. In the exploration of these individual
models and their variability, we aim at getting deeper insight into the several facets of the target
phenomenon, so that a unified view can be built, modelled and simulated.

The rest of the paper is organised as follows. In the next section we address some of the most
representative methodologies for experimentation in MAS and MABS, and focus on their evolution.
We then summarise the idea of exploratory simulation as proposed in the literature and enumerate
and discuss the persistent methodological problems still to be found despite all systematisation
efforts. We then present our first attempt at a unifying methodology for (exploratory, multi-agent-
based) social simulation. Section 5 discusses the purpose of social simulation, and recommends
prudence on the generalisation of its findings. The following section discusses the methodological
steps in depth, focussing especially on evaluation. Section 6.1 takes on Sloman’s idea of explo-
ration of design space in this context, and proposes cumulative ways of covering design space by
manipulating models design. Finally, section 7 enumerates the steps of the methodology, before we
produce some concluding remarks.

2 Methodologies for Development of Multi-Agent Systems
and Multi-Agent-Based Simulation

Recently, very serious efforts were produced on the issue of building up a solid methodology for
deploying multi-agent systems (MAS). Perhaps the most achieved and influent of these efforts is
Gaia, by Wooldridge et al. [25]. Gaia is involved in the MAS area coming of age, in what it attempts
to establish a set of concepts and principles to build on a system and its components that is general
and comprehensive, and apt to deal with the enormous development of agent systems we have
watched.

In Gaia, the founding idea is that a MAS is a computational organisation consisting of several
interacting roles. Gaia is proposed from an engineering standpoint, which is clear from the domain
characteristics adopted. However, some of those characteristics are not adequate when we take on
a more scientific stance. Gaia assumes that “the goal is to obtain a system that maximises some
global quality measure (...) [and] is not intended for systems that admit the possibility of true
conflict.” [25, page 286]

In this light, we start our search for a more general methodology for social simulation, having
Cohen’s 1991 MAD (Modelling, Analysis and Design) [13] in mind. Cohen was worried about
defining the general lines of an experimental method for artificial intelligence. Controlled experi-
ments are designed to suggest or provide evidence for theories that can explain differences in the
performance of systems. Acknowledging that empirical results are seldom general, Cohen insisted



that nothing prevents the researcher from “inventing general theories as interpretations of results
of studies in simulation testbeds, and nothing prevents (...) from designing additional studies to
test predictions of these theories in several simulation testbeds” [21, page 39].

MAD (Modelling, Analysis and Design) involves seven activities [13]: (1) evaluate the envi-
ronmental factors that affect behaviour; (2) model the causal relations between system design, its
environment, and its behaviour; (3) design or redesign a system (or part of one); (4) predict how
the system will behave; (5) run experiments to test predictions; (6) explain unexpected results
and modify the models and design of the system; and (7) generalise models to classes of systems,
environments and behaviours.

In [12] we have critically addressed this methodology from a systems development standpoint:
to program is not only to code either formal or informal descriptions, so we have proposed to slide
Cohen’s ecology triangle along a line that could be travelled back and forth, as we depict in figure
1.
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Figure 1: Extended MAD: moving the ecology triangle along the design axis (adapted from [12]).

In [5] we readdressed this methodology and confronted it with Gilbert’s methodology for compu-
tational simulation [17]: (1) identify a “puzzle,” a question whose answer is unknown; (2) definition
of the target of modelling; (3) normally, some observations of the target are necessary, to provide
the parameters and initial conditions of the model; (4) after developing the model (probably in
the form of a computer program), the simulation is executed, and its results are registered; (5)
verification assures the model is correctly developed; (6) validation ensures that the behaviour of
the model corresponds to the behaviour of the target; and (7) finally, the sensitivity analysis tells
how sensitive the model is to small changes in the parameters and initial conditions.

Both methodologies are quite similar, but in MAD there is no return to the original phenomenon.
While Cohen’s emphasis is on the system, Gilbert is more concerned with the original phenomenon
to be modelled and simulated. In [5], we proposed some methodological principles with which to
confront the results of simulations, and proposed a merge between extended MAD and a description
of exploratory simulation, crossed with the the idea of heterogeneous agents with an individual
choice framework, that took the experiment designer inside the whole methodological scheme. The
key idea is not to mask complexity away from experimentation with complex models and systems.
The existing methodologies are not capable of dealing with the complexity contained in today’s
exploratory simulations (ES) with agent-based social systems. This concern (see also [10]) comes
from the best of reasons: today’s agent technology, together with the increased computational
power available, brought the social scientists to tackle new problems (or scaled up old problems),
through computational simulations, that they would not dream of until recently. The existing
methodologies are too focussed on realising a system tuned for a given purpose, whereas in ES that
purpose is too vague and complex to be defined from the start.

3 Exploratory Simulation

The notion of agent and computational simulation are the master beams of the new complexity
science [15]. Computational simulation is methodologically appropriate when a social phenomenon
is not directly accessible [19]. One of the reasons for this inaccessibility is the target phenomenon
being so complex that the researcher cannot grasp its relevant elements. Simulation is based in a
more observable phenomenon than the target one. Often, the study of the model is as interesting
as the study of the phenomenon itself, and the model becomes a legitimate object of research [14].
There is a shift from the focus of research of natural societies (the behaviour of a society model can
be observed “in vitro” to test the underlying theory) to the artificial societies themselves (study
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Figure 2: Exploratory simulation. A theory (T) is being built from a set of conjectures (C), and in terms of

the explanations (E) that it can generate, and hypotheses (H) it can produce. Conjectures (C) come out of

the current state of the theory (T), and also out of metaphors (M) and intuitions (I) used by the designer.

Results (V) of evaluating observations (O) of runs (R) of the program that represents assumptions (A) are

used to generate new explanations (E), reformulate the conjectures (C) and hypotheses (H), thus allowing

the reformulation of the theory (T) (from [5]).

of possible societies). The questions to be answered cease to be “what happened?” and “what
may have happened?” and become “what are the necessary conditions for a given result to be
obtained?,” and cease to have a purely descriptive character to acquire a prescriptive one. A new
stance can be synthesised, and designated “exploratory simulation” [14]. The prescriptive character
(exploration) cannot be simplistically resumed to a optimisation, such as the descriptive character
is not a simple reproduction of the real social phenomena.

In this methodological stance, the site of the experimenter becomes central, which reinforces
the need of defining common ground between him/her and the mental content of the agents in the
simulation (see figure 2). Hales [20] claims that experimentation in artificial societies demands for
new methods, different from traditional induction and deduction. Like Axelrod says: “Simulation
is a third form of making science. (...) While induction can be used to discover patterns in data,
and deduction can be used to find consequences of assumptions, the modelling of simulations can
be used as an aid to intuition” [7, page 24].

However, as Casti stresses [11], there are difficulties in concretising the verification process: the
goal of these simulation models is not to make predictions, but to obtain more knowledge and
insight. In [5], we emphasised the fact that theories, explanations and hypotheses are being con-
structed, not only given and tested. Simulation is precisely the search for theories and hypotheses.
These come from conjectures, through metaphors, intuitions, etc. Even evaluation needs intuitions
from the designer to lead to new hypotheses and explanations. This process allows the agent’s
choices to approximate the model that is provided as reference. Perhaps this model is not as accu-
rate as it should be, but it can always be replaced by another, and the whole process of simulation
can provide insights about this other model.

4 Persistent Methodological Problems

In this section we summarise the problems that persist after all these methodological undertakings
that have crossed the last decade or so whilst this multi-disciplinary area of multi-agent-based
exploratory social simulation was being delineated, and its goals and possibilities were better un-
derstood. Next, we will claim that the area as a whole is ready to go further and propose solutions
for real world (target system) problems and questions.

4.1 Validity and Significance of Results

All modellers, simulators and experiments are worried about the validity and significance of the
models they build and use. Unfortunately, as we have seen from the comparison between the two
methodologies above, once the models are built, tested and deployed, the experimenter may tend
to look at them as being the real system, and forget they are still only models. And so, outcomes
of the MABS are still outcomes of a simulation, not necessarily similar or representative of how the



world would react in the same conditions. This was the criticism behind the proposal of Extended
MAD [12], but as more and more models and simulations are being created and explored, we notice
that this basically flawed stance should still be stressed and fought against. Promises can kill a
research program, and social simulation is still at its infancy and needs to be protected.

4.2 The Role of the Observer/Experimenter

Another persistent issue is the place and role of the experiment designer. Discrepancies between
the notions of causality and correlation may lead to poor interpretations of the modelling efforts.
Since a recurrent issue of exploratory simulation is emergence, and this concept depends on what
the observer is expecting (or, more formally, can demonstrate to be derivable) from the system
design, there are several issues to be addressed. In truth, they have been mentioned by several
authors in the literature and public addresses, perhaps only not systematically. We will provide
some illustrations of the importance of this issue:

• Axelrod defended in [7] that models and simulations should be described in such a way so as
to be reproducible and indeed reproduced by different people, in an effort to ensure validation
of experiment designs and their outcomes;

• Gilbert described [18] several varieties of emergence, including ‘second order emergence,’ in
which agents themselves recognised emergent features of the society and this influenced their
behaviour, while Antunes et al. [3] introduced a micro-level ‘perception’ of a macro-level
measure as influencing individual agent’s behaviour;

• Campos et al [10] enumerate seven roles for experimenters in a multi-agent simulation. Many
before have argued the necessity of the ‘tester’ role being played by a different individual
from the ‘designer’ or ‘developer.’ This set of roles does not stress this necessity, but goes far
beyond in specialising the roles involved in experimentation.

4.3 Exploring Design Spaces

The notion of exploration of the design space against the niche space was introduced in MAS
by Aaron Sloman [22, 23] to clarify how one can find a solution (architecture) for a particular
problem. Stemming from broad but shallow agent architectures, designs are proposed and tested
against original specifications, and finally, some variations introduced to check how the specific
architecture adapted to the niche space it was developed for. In most MABS simulations reported
in the literature, this last step is not performed, and again the reader is left with the notion that
the way models were built was either the only or the best possible design. This brings us back to
the concern about exemplification instead of demonstration.

However, the picture gets even darker when we consider not only agent design, but also ex-
periment design. It could be said that we are exploring a multi-dimensional region using only
two-dimensional tools. Any kind of variation could be introduced by considering any other relevant
dimension, and we must possess the means with which to assess relevance of the features under
exam and their consequences for the outcome of experiments.

5 The Purpose of Agent-Based Exploratory Simulation

The dramatic effect of considering ill, biased, or flawed methodological principles for complex
simulations becomes apparent when we consider its possible purposes. Many of these are often only
implicitly considered, so it is important to stress all of them here.

1. By building computational models, scientists are forced to operationalise the concepts and
mechanisms they use for their formulations. This point is very important as we are in cross-
cultural field, and terminology and approaches can differ a lot from one area to another;

2. The first and many times only purpose of many simulations is to get to understand better
some complex phenomenon. In MABS, ‘understand’ means to describe, to model, to program,
to manipulate, to explore, to have a hands-in approach to the definition of a phenomenon or
process;



3. Another purpose of exploratory simulation is to experiment with the models, formulate con-
jectures, test theories, explore alternatives of design but also of definitions, rehearse different
approaches to design, development, carry out explorations of different relevance of perceived
features, compare consequences of possible designs, test different initial conditions and sim-
ulation parameters, explore ‘what-if’ alternatives. In sum, go beyond observed phenomena
and established models, and play with the simulation while letting imagination run free;

4. With MABS, we ultimately aim to explain a given phenomenon, usually from the real social
world. The sense of explaining is linked to causality more than to correlation. As Gilbert [18]
says, we need explanation not only at the macro level, but also at the individual level. Our
explanation of the phenomena we observe in simulation is solid because we must make the
effort of creating and validating the mechanisms at the micro level, by providing solid and
valid reasons for individual behaviours;

5. When we achieve such a level of understanding, we are able to predict how our models
react to change, and this prediction is verifiable in the real phenomenon, through empirical
observations. It is important to stress that even empirical observations presuppose a model
(which data were collected, which questionnaires were used, etc.). A recent effort that may
prove very useful in understanding the complexities of this process is the Model to Model
workshop series [1, 2];

6. Finally, we have such confidence in the validity and prediction capability of our simulation
system, that we are ready to help rehearse new policies and prescribe measures to be ap-
plied to the real phenomenon with real actors. It is obvious that no rigour can be spared
when a simulation program achieves this point, and initial restrained application is highly
recommended.

6 How to Conduct Agent-Based Exploratory Simulation

In the most interesting social simulations, agents are autonomous, in what individual agents have
their own reasons for the choices they make and the behaviours they display. Simulations are hence
run with a heterogeneous set of agents, closely resembling what happens in real social systems, where
individuality and heterogeneity are key features. So, individual action is situated, adaptive, multi-
dimensional, complex. If individual autonomy produces additional complexity in MAS, emergent,
collective and global behaviour derived from the interactions of dozens of agents renders the whole
outcome of simulations even more complex and unpredictable.

An important feature of social simulation is that usually researchers are not only concerned with
the overall trajectories of the system, much less their aggregated evaluation (in terms of averages
or other statistical measures). Equilibria, non-equilibria, phase transitions, attractors, etc. are as
important as observing the individual trajectory of given agents, and examining its reasons and
causes. This is important both to validate the model at individual and global levels, but also
because the whole dynamics of the system and its components is influenced by the micro-macro
link.

In e*plore, important phases are to determine what characteristics are important and what
measures (values) are to be taken at both those levels, what is the appropriate design of individual
cognitive apparatus and of inter-personal relationship channels (other methodologies such as Ex-
tended MAD or Gaia might prove useful for this), what roles the experiment designer will play and
how his/her beliefs are represented inside the simulation, how to perform translation (specification,
coding, validation, etc.) along the lines of a new (hyper-)triangle (much more complex than the one
in figure 1) and complement it with complex dynamic evaluations, how to design models, agents,
systems, experiments, simulations, in order to travel alongside the space of models to cover problem
characteristics and to evaluate truthfulness of a certain agent design. All this while keeping in mind
that we are looking for a solution for a problem in the real world.

6.1 Systematically Transversing Design Space

According to Gilbert [18], it was Epstein and Axtell [16] who pioneered the technique of starting a
simple model and refining it. This can be considered an adaptation of Sloman’s increasing depth



in his broad but shallow agent models, but this time applied to the hole MAS and not only the
individual agent. In this section we propose that when we need to explore the space of possible
designs, several techniques can be used to ensure complete and comprehensive covering. We have
been used these ideas in the tax compliance scenario [3, 4, 8], where we envisage to get a deeper
insight into individual and collective behaviour involved in tax evasion and better support and
confidence for our exploratory ideas.

While we propose the following techniques as a way of consecutively enriching and rehearsing
new agent and societal models, we offer their application to the exploration of the design space of
experiments themselves. Variations of the models involved in experiments depend on an amazing
number of features to be repeatedly fixed and spanned over their domain. These include initial
conditions, parameters, realist estimations of lacking numbers, etc., but we have to consider higher
order decisions, such as mechanisms that can change/update/vary those parameters, and even
interconnections among those mechanisms. All of these are design options to be made, and their
validity must be strengthened by convenient exploration around them.

(Sugarscape) Tiling Adding up Choosing Enlarging

Refining

Figure 3: Some techniques to cover design space.

Figure 3 illustrates how a set of models can be designed and composed to comprehensively
cover the space of possible designs. Models evolve from models by means of several different
techniques and their combinations: refining, tiling, adding up, choosing, enlarging, etc. These are
all standard techniques used in the development of models and systems. Exploration through these
techniques involves moving from one model to another through introducing variability in the models
characteristics, be them either parameters and variables, or objects, agents and environments, or
social mechanisms (for interaction, protocols, dynamic structures), or even experiment design-
related.

In a short explanation of these techniques, we will refer to the object of variation as a “mecha-
nism.” A mechanism can be simply seen as a variable that represents some concept, or a complex
set of social rules that the model includes. So, a mechanism is not necessarily individual, and
the variability we propose must be applied to all parts of design (individual agent, environment,
interactions between agents, societal rules and even experiment design). So, refining involves sub-
stituting some simple mechanism for a slightly more complex one. Tiling means to explore some
design alternative by covering the whole space of possibilities for a given mechanism. Adding up
involves the summation of two or more models developped in parallel, and addressing different
aspects of the target phenomenon. Choosing is the inverse of adding up, to give up some model
or some characteristics of a model that do not seem promising for the overall solution. Enlarging
means to augment a model by adding new features, and relating them to the existing ones.

The idea behind this strategic exploration of the experiment design space is to build up theory
from the exploration of models. As an example, consider our experiments on tax compliance [3, 4, 8].
Existing theoretical models were plainly unsatisfactory. On the other hand, we had no solid empir-
ical data with which to calibrate and ultimately validate our models. So, we opted for a strategy
of mimicking the standard mainstream model (which we called Ec0) with which we recorded a set
of base data against which to compare the outcome of subsequent models. Then, we successively
introduced new models with specific characteristics, either at the micro (individual) or at the macro



(societal) levels, with some reasons, conjectures or intuitions.So, Ecτ
0 introduced expanded history

in the individual decision; Ec1 proposed agent individuality, whereas Ec2 postulated individual
adaptivity ; Ec∗3 introduced sociality, it is the first model where the individual decision depends on a
social perception; Ec∗i

3 explored one particular type of interaction, imitation; and finally Ec∗4 pos-
tulated social heterogeneity, different agent breeds in a conflictual relation. Other models are still
being shaped, such as Ec∗k

? a model where perception is limited to a k-sized neighbourhood. This
tentative coverage of our problem and model space uses several combined techniques of figure 3.

6.2 Deepening the design

When building up experimental designs, it is usual to defend and adopt the so-called KISS (“keep it
simple, stupid!”) principle [7]. In some sense, Sloman’s “broad but shallow” design principle starts
off from this principle. Still, models must never be simpler than they should. The solution for this
tension is to take the shallow design and increasingly deepen (or thicken, as we proposed in Kyoto
for WCSS’06) it while gaining insight and understanding about the problem at hand. The idea
is to explore the design of agents, (interactions), (institutions), societies and finally experiments
(including simulations and analysis of their outcomes) by making the initially simple (and simplistic)
particular notion used increasingly more complex, dynamic, and rooted in consubstantiated facts.
As Moss argued in his WCSS’06 plenary presentation, “Arbitrary assumptions must be relaxed in a
way that reflects some evidence.” This complex movement involves the experimenter him/herself,
and according to Moss includes “qualitative micro validation and verification (V&V), numerical
macro V&V, top-down verification, bottom-up validation,” all of this whereas facing that “equation
models are not possible, due to finite precision of computers.”

A possible sequence of deepening a concept representing some agent feature (say parameter c,
standing for honesty, income, or whatever) could be to consider it initially a constant, then a vari-
able, then assign it some random distribution, then some empirically validated random distribution,
then include a dedicated mechanism for calculating c, then an adaptive mechanism for calculating c,
then to substitute c altogether for a mechanism, and so on and so forth. These sequence illustrates
some of the combination of techniques depicted in figure 3.

7 e*plore v.0

We can synthesize the steps of e*plore methodology:

i. identify the subject to be investigated, by stating specific items, features or marks;

ii. unveil state-of-the-art across the several scientific areas involved to provide context. The
idea is to enlarge coverage before narrowing the focus, to focus prematurely on solutions may
prevent the in-depth understanding of problems;

iii. propose definition of the target phenomenon. Pay attention to its operationality;

iv. identify relevant aspects in the target phenomenon, in particular, list individual and collective
measures with which to characterise it;

v. if available, collect observations of the relevant features and measures;

vi. develop the appropriate models to simulate the phenomenon. Use the features you uncovered
and program adequate mechanisms for individual agents, for interactions among agents, for
probing and observing the simulation. Be careful to base behaviours in reasons that can
be supported on appropriate individual motivations. Develop visualisation and data record-
ing tools. Document every design option thoroughly. Run the simulations, collect results,
compute selected measures;

vii. return to step iii, and calibrate everything : your definition of the target, of adequate measures,
of all the models, verify your designs, validate your models by using the selected measures.
Watch individual trajectories of selected agents, as well as collective behaviours;



viii. introduce variation in your models: in initial conditions and parameters, in individual and
collective mechanisms, in measures. Return to step v;

ix. After enough exploration of design space is performed, use your best models to propose
predictions. Confirm it with past data, or collect data and validate predictions. Go back
to the appropriate step to ensure rigour;

x. Make a generalisation effort and propose theories and/or policies. Apply to the target phe-
nomenon. Watch global and individual behaviours. Recalibrate.

8 Concluding Remarks

When embracing a new project on the dynamics of tax evasion, we were struck by the difficulty in
adequately designing the MAS models and simulation experiments in such a way that the results of
our investigation could be reliable enough as to provide solid cues on how to act in the real world
side of the problem. We crossed this concern with our old approaches to methodological principia
to the design and deployment of MAS, to outline a set of steps that allow to think holistically and
in a complex way about the carrying out of social simulation experiments.

The e*plore methodology goes beyond other proposals in MAS, because it takes a step back
from the core of action, and looks at the experimentation process as a whole where the researcher
has a role and intents. This is the reason why it starts from a broad, multi-disciplinary research
on the issue to take on, and proposes a lot of cycles in the development process, to ensure not
only verification and validation, but also comprehensive coverage of the experiment design space.
This is accomplished through the use of several variation techniques, but its foundations lay on
the researcher’s experience, rigour and honesty, but also intuition and creativity. At this stage of
our proposal, we cannot offer better guidance to transverse that space, since its cartography is not
available, and its topology is too complex.
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