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Abstract— The representation of goals and the ability to reason (or goals) are treated as event types (such as in Agent3peak(
about them play an important role in goal-oriented requirements  [7]) or procedures (such as in 3APL [8]) and intentions are
analysis and modelling techniques, especially in agentiented  oyacuting plans. Therefore the deliberation process arsshgie

software engineering. Moreover goals are more useful and able d . t well ted bei itted t
abstractions than others (e.g. user stories) in the analysiand ends reasoning ar€ not well separated, as being committed to

design of software applications. Thus, the PRACTIONIST frane-  @n intention (ends) is the same as executing a plan (means).
work supports a goal-oriented approach for developing agen Moreover, some available BDI agent platforms do not
systems according to the Belief-Desire-Intention (BDI) mdel.  support the explicit representation and implementatiogoafis

In this paper we describe the goal model of PRACTIONIST - yegjres with their properties and relations, but they with

agents, in terms of the general structure and the relations mong th . dural and t-based fashi A It
goals. Furthermore we show how PRACTIONIST agents use em In a procedural and event-based fashion. AS a resul,

their goal model to reason about goals during their deliberion ~ While such an explicit representation of goals provide uisef
process and means-ends reasoning as well as while perforrgin and stable abstractions when analysing and designing -agent

their activities. based systems, there is a gap between the products of those
phases and what development frameworks support.

According to Winikoff et al. [4], "by omitting the declarag

With the increasing management complexity and maimspect of goals the ability to reason about goals is lost"aiVh
tenance cost of advanced information systems, attentionisnactually lost is the ability t&knowif goals are impossible,
recent years has fallen on self-* systems and particulamly achieved, incompatible with other goals, and so forth. Tiis
the autonomic computing approach and autonomic systemstim can support theommitment strategiesf agents and their
[1] authors argue that adopting a design approach that stgppability to autonomously drop, reconsider, replace or persu
the definition of a space of possible behaviours related o thoals.
same function is one of the ways to make a system autonomicHowever, some other BDI agent platforms deal with declar-
Then the system should be able to select at runtime the bative goals. Indeed, in JADEX goals are explicitly repreedn
behaviour on the basis of the current situation. Goals can #ecording to a generic model, enabling the agents to handle
used as an abstraction to model the functions around whitieir life cycle and reasoning about them [9]. Nevertheldss
the systems can autonomously select the proper behavioumodel defined in JADEX does not deal with relations among

In this view, the explicit representation of goals and thgoals.
ability to reason about them play an important role in sdvera The PRACTIONIST framework [10] adopts a goal-oriented
requirements analysis and modelling techniques, especialpproach to develop BDI agents and stresses the separation
when adopting the agent-oriented paradigm. between the deliberation process and the means-ends feason

In this area, one of the most popular and successful agérd, with the abstraction of goal used to formally define both
models is the BDI [2], which derives from the philosophicallesires and intentions during the deliberation phase.elide
tradition of practical reasoning first developed by BratrigZin in PRACTIONIST a goal is considered as an analysis, design,
It states that agents decide, moment by moment, which acti@nd implementation abstraction compliant to the semantics
to perform in order to pursue their goals. Practical reagpnidescribed in this paper. In other words, PRACTIONIST agents
involves a deliberation process, to decide what statesfafsf can be programmed in terms of goals, which then will be
to achieve, and a means-ends reasoning, to decide howdlated to either desires or intentions according to whethe
achieve them. some specific conditions are satisfied or not.

Nevertheless there is a gap between BDI theories andAfter a brief overview of the general structure of PRAC-
several implementation [4]. Indeed, most of existing BDéaig TIONIST agents and their execution model (section Il), this
platforms (e.g. JACK [5], JAM [6]) generally use goals iresde paper addresses the definition of the goal model (sectign 1lI
of desires. Moreover, the actual implementations of mentdle also describe how PRACTIONIST agents are able to
states differ somewhat from their original semantics: @ssi reason about available goals according to their goal model,

|. INTRODUCTION
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current beliefs, desires, and intentions (see section A). Each agent may own a declared set of plans (bken
aforementioned issues and the proposed model are fuleimplibrary), each specifying the course of acts the agent will
mented in the PRACTIONIST framework and available wheandertake in order to pursue its intentions, or to handle
developing applications by using the goal-oriented apgroaincoming perceptions, or to react to changes of its beliefs.
and the concepts described in this paper (section V). inall PRACTIONIST plans have a set of slots that are used
in section VI we present a simple example that illustrates tly agents during the means-ends reasoning and the actual

definition and the usage of goals and their relations. execution of agent activities. Some of these slots are: the
trigger event, which defines the event (i.e. goals, peroapti
Il. PRACTIONIST AGENTS and belief updating) each plan is supposed to handle; the

The PRACTIONIST framework aims at supporting the procontext, a set of condition that must hold before the plan can
grammer in developing BDI agents and is built on top of JADEEe actually performed; the body, which includes the acts the
[11], a widespread platform that implements the Fiiec- agent performs during the execution of the plan.
ifications. Therefore, our agents are deployed within JADE Through their perceptors, agents search for stimuli (jgerce
containers and their main cycle is implemented by means ins) from the environment and transform them into (exagrn

a JADE cyclic behaviour. events which in turn are put into thé&event Queugfigure
A PRACTIONIST agent is a software component endowel)- Such a queue also contains internal events, which are
with the following elements: generated when either an agent is committed to a goal or there

is some belief updates. The former type of internal events is

« a set ofperceptionsand the correspondingerceptorghat ) X ; X
particularly important in PRACTIONIST agents, as desatibe

listen to some relevant external stimuli;

o a set ofbeliefs representing the information the agenitn ;r;]e follqwing IsethionliRACTIONIST is imol d
has got about both its internal state and the external 1€ main cycie of a . "?‘ge”t 'S Imp emente
environment: within a cyclic behaviour, which consists of the following

« a set ofgoalsthe agent wishes or wants to pursue. The?feps'_ _
represent some states of affairs to bring about or activitie 1) it Selects and extracts an event from the queue, according
to perform and will be related to either its desires or _ (O @ Properevent Selectiomogic; .
intentions (see below); 2) it handles the selected event through the following

. a set ofgoal relationsthe agent uses during the deliber- means-ends reasonirgocess: (i) the agent figures out

ation process and means-ends reasoning; the practical plans, which are those plans whose trigger
. aset ofplansthat are the means to achieve its intentions; ~ €Vent matches the selected eve@pfons in figure
. a set ofactionsthe agent can perform to act over its ~ 1); (i) among practical plans, the agent detects the
environment: and applicable ones, which are those plan whose context

is believed true, and selects one of thema{n plan;

(iii) it builds the intended meanavhich will contain the
main plan and other alternative practical plans. In case
of goal event updates the corresponding intended means
stack; otherwise it creates a new intended means stack.

« a set ofeffectorsthat actually execute the actions.

Beliefs, plans, and the execution model are briefly desdribe
in this section, while goals are the subject of this paperaaed
presented in the following sections. However, for a dedhile

description of the structure of PRACTIONIST agents, the .

reader should refer to [10]. It should be noted that every intended means stack can
The BDI model refers to beliefs instead of knowledge a{:sontain several intended means, each able to handle a given

beliefs are not necessarily true, whileowledgeusually refers event, possibly through several alternative means.

. . . . Moreover all intended means stacks are concurrently exe-
to something that is true [12]. According to this, an ageny ma : : . o
i . ! , cuted, in order to provide the agents with the capability of
believe true something that is false from the other agents’ ¢

the designer’s point of view, but the idea is just to provide t performing several activities (perhaps referring to klaor
agents with a subjective Wi,ndow over the world non-related objectives) in parallel. When executing edabks

Therefore each PRACTIONIST agent is endowed with Fhe top level intended means is in turn executed, by perfogmi

. . its_main plan. If it fails for some reason, one of alternative
prolog belief base, where beliefs are asserted, removed, Pns is then performed, until the correspondin endstgela
entailed through inference on the basis of KD45 modal lo P ' P 9

?fg the triggering event) is achieved
rules [12] and user-defined formulas. Currently the PRAC- ggering '

TIONIST framevork supports two prolog engines, ie. SWig, /9 (15 SR2Ciin 2L & P2 SEm, 200 o0 JE B
Prolog® and one that was derived from TuProfog : g 9

or to perform some actiomddingor removingbeliefs,sending

In the PRACTIONIST framework plans represent an MPORc messages, and so forth. Particularly, desiring to pairsu

g’;n:l CGC):ttsalner in which developers define the actual bei‘ﬁaw% goal triggers a deliberation/filtering process, in whibke t
9 ' agent figures out whether that goal must be actually pursued
Lhittp:/fwww.fipa.org or not, on the _baS|s of the_ goal model declared fo_r that agent.
2http:/fwww.swi-prolog.org The interaction among intended means belonging to differ-
Shttp://tuprolog.alice.unibo.it ent stacks can occur at a goal level, since each plan coutd wai
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Fig. 1. PRACTIONIST Agent Architecture

for the success/failure of some goal that the agent is pugsui Definition 2 A goal g; entailsa goalg, or equivalentlyg.
through another intended means. is entailed byg; (g1 — g¢2) if and only if wheng; succeeds,

. GOAL MODEL then alsog, succeeds.

In the PRACTIONIST framework, a goal is an objective pafinition 3 A goal ¢ is a preconditionof a goal go
to pursue and we use it as a mean to transform desires i@? — go) if and only if g must succeed in order to be
intentions through the satisfaction of some propertiestler possible to pursues.
words, our agents are programmed in terms of goals, which
then will be related to either desires or intentions acaaydi
to whether some specific conditions are satisfied or not.

Formally, a PRACTIONISTgoal g is defined as follows:

g = (og, 7Tg> 1)

Definition 4 A goal g; dependson a goalgs (g1 — go) if
and only if go is precondition ofy; andg, must be successful
while pursuingg;.

Therefore the dependence is a stronger form of precondition
Both definitions let us specify that some goals must be
; > = . ) successful before (and during, in case of dependency) ipigrsu
« m is the possibility _condltlon of the goalg stating g,me other goals (refer to section IV for more details).

whetherg can be achieved or not. Now, given a setG of goals and based on the above

Since we consider such elements as local properties Qffinitions, it is also possible to define some relations
goals, in the PRACTIONIST framework we defined them asetween those goals.

operations that have to be implemented for each kind of goal

(figure 3). Definition 5 The inconsistencyl’ C G x G is a binary

In order to describe the goal model, we first provide somgmmetric relation on G, defining goals that are inconssten
definitions about the properties of goals. with each other. Formally.

where:
e 0, is thesuccess conditionf the goalg;

Definition 1 A goal g; is inconsistentwith a goal g-

I'= 1594 ',':17...,G : 1J_ . 2
(g1 Lgs) if and only if wheng; succeeds, thep, fails. {(gi:95) 3.3 Gl = gitaild 2

When two goals are inconsistent with each other, it might
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be useful to specify that one is preferred to the other. We a goal, an agent can just relate it tadesire which it is
denote thay; is preferred tog; with g; > g;. not committed to because of several possible reasons {e.g. i
believes that the goal is not possible). On the other hand, a
Definition 6 The relation of preference’ C I defines the goal can be related to @ntention that is the agent is actually

pair of goals(g;, g;) whereg; Lg; andg; > g;. Formally, and actively committed to pursue it.
Let GM = (G, T, I, £, TI, A) be agoal modelof a
I'"={(g9i,9;) €T :9; = g5} (3) PRACTIONIST agentx and, at a given time(7’ C G be the

. . . .. set of its active goals, which are those goals that the agent i
Therefore if there is no preference between two 'nconS]Steaﬂready committed to
goals, the C(_Jrrespondmg pair does not belong to _theret Suppose that starts its deliberation process and generates
Moreqver, since several goals can be pursued in pgral e goalg = (0,, 7,) as an option. Therefore the agent would
there 'S no nefed to prefr(]er sr?me goal to another goal if thﬁk’e to commit tog, that is itsdesireis to bring about the goal
are not inconsistent each other. g. However, since an agent will not be able to achieve all its

i . _ . . desires, it performs the following process in the contextof
Dgf'g't']?n_ ! Thﬁ_ err:tallmlenEtg_lG :;\G IS a Iblnlc’;lry relﬁtlon deliberation phase (figure 2): the agent checks if it befieve
on &, defining which goals entail other goais. Formally, ¢ the goaly is possibleand notinconsistentisee definition
- o al 1) with active goals (belonging t6”).
==1{(gi,95) 1.3=1-IG| : gi = g5} ) "if both conditions hold the desire to pursuewill be
Definition 8 The precondition sell C G x G is a binary promoted to arintention Otherwise, in case of inconsistency

relation on G, defining which goals are precondition of othé@&mongg and some active goals, the desire to purgueill

goals. Formally, become an intention only § is preferred to such inconsistent
goals, which will in turn be dropped.
= {(gig;) 5j=1,..,|G| : gi— g;}. (5) In any case, if the desire to pursyeis promoted to an

intention before starting the means-ends reasoning, the agent
Definition 9 The dependenca C Gx G is abinary relation , checks if it believes that the gogl succeedsthat is, if it
on G, defining which goals depend on other goals. Formallyelieves that the success conditien holds) or whether the
goal g is entailed (see definition 2) by some of the current
A={(g9i95) i,7=1,...,IG|] : gi — g;}. (6) active goals. In case of both above conditions do not hold,

Finally, on the basis of the above properties and relatioffte agent will perform the means-ends reasoning, by either

we can now define the structure of tgeal modelof PRAC- selecting a plan from a fixed plan library or dynamically
TIONIST agents as follows generating a plan and finally executing it (details on this

means-ends reasoning can be found in [10]).

GM = (G, T, T, 5, I, A) @) Indeed, if th_e goad succeeds or is eqtailed b_y some current
active goals (i.e. some other means is working to achieve a
where: goal that entails the goaj), there is no reason to pursue it.
« G is the set of goals the agent could pursue; Therefore, the agent does not need to make any means-ends
« T is theinconsistencyelation among goals; reasoning to figure out how to pursue the ggal
. T is thepreferencerelation among inconsistent goals; ~ Otherwise, before starting the means-ends reasoning, if
« = is theentailmentrelation among goals; some declared goals are precondition forthe agent will
« II is the preconditionrelation among goals; first desire to pursue such goals and then the goal
« A is thedependenceelation among goals. In the PRACTIONIST framework, as a default, an agent
will continue to maintain an intention until it believes tha
IV. REASONING ABOUT GOALS either such an intention has been achieved or it is no longer

In this section we show how the goal elements previoushossible to achieve the intention. This commitment strateg
defined are used by PRACTIONIST agents when reasoniimgention is calledsingle-minded commitmef3]. In order to
about goals during their deliberation process and the meapsrform such a behaviour, the agent continuously checks if i
ends reasoning. We also highlight the actual relations éetw believes that the goal has just succeeded and that the goal
them and mental attitudes, i.e. desires and intentions. g is still possible.

In PRACTIONIST agents goals and their properties are Moreover the agent checks if some dependee goal does
defined on the basis of what agents believe. Thus, an agdnt wit succeed. If so, it will desire to pursue such a goal and
believe that a goay = (0, m,4) has succeeded if it believesthen continue pursuing the gogl When all dependee goals
that its success conditiom, is true. The same holds for thesucceed, the agent resumes the execution of the plan.
other properties. In order to be able to recover froplan failuresand try

It is important to note that, in PRACTIONIST, desires andther means to achieve an intention, if the selected plds fai
intentions are mental attitudes towards goals, which are an is no longer appropriate to achieve the intention, then th
turn considered as descriptions of objectives. Thus, niefgr agent selects one of applicabddternative planswithin the
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cannot be pursued
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by any|active goal ]

check about goal
preconditions

Fig. 2. Reasoning about goals: the deliberation phase.

same intended means and executes it. for all goal relations supported by the PRACTIONIST
If none of the alternative plans was able to successfulfsamework (i.e.Ent ai | nent Rel , | nconsi st encyRel ,
pursue the goad, the agent take into consideration the goaBependencyRel , and Precondi ti onRel ) and defines
thatentail g. Thus the agent selects one of them and consideéhe operatiorveri f yRel , whose purpose is to check each
it as an option, processing it in the way described in thi&pecific relation.
section, from deliberation to means-ends reasoning. In order to exploit the features provided by the goal model
If there is no plan to pursue alternative goals, the achievend understand if a given goal the agent desires to pursue is
ment of the intention has failed, as the agent has not othgs wanconsistent with or implied by some active goals, the agent
to pursue its intention. Thus, according to agents belidts, must have information about such active goals and whether
goal waspossible but the agent was no able to pursue it (i.e¢hem are related to either desires or intentions. Thergéaeh
there are no plans). PRACTIONIST agent owns arActi veGoal sHandl er
component, which, with the aid of th@al Model , has the
V. THE SUPPORT FOR THEGOAL MODEL IN THE S . L
responsibility of keeping track of all executing intendedans
PRACTIONIST RAMEWORK . . s .
) . stacks with the corresponding waiting and executing gaads a
support for the definition/handling of agent goal models and Thys at any given time, thact i veGoal sHandl er is

fulfilled the following requirements: them to active goals.

« registration of the goals that each agent could try to
pursue during his life cycle; VI. AN EXAMPLE

« registration of the relations among such goals; In this section we present the Tileworld example to illustra

« checking whether two goals are inconsistent and whi¢fow to use the goal model presented in this paper and the
the preferred one is (if any); support provided by the PRACTIONIST framework.

« getting the list of goals that entail a given goal; The Tileworld example was initially introduced in [14] as

« getting the list of goals that are precondition of a givea system with a highly parameterized environment that could
goal; be used to investigate the reasoning in agents. The original

» getting the list of goals which a given goal depends orTileworld consists of a grid of cells on which tiles, obsex!

A proper ad-hoc search algorithm explores the goal modwid holes (of different size and point value) can exist. Each
and answers the queries, on the basis of both declared agent can move up, down left or right within the grid to pick
implicit relations. Indeed, implicit relations (espedyaincon- up and move tiles in order to fill the holes. Each hole has an
sistence and entailment) can be inferred from the semantissociated score, which is awarded to the agent that has fille
of some built-in goals, such as state goals (edqhicve(p), the hole. The main goal of the agent is to score as many points
cease(p), maintain(yp), andavoid(y), wherey is a closed as possible.
formula of FOL). Therefore, the goal reasoner takes into Tileworld simulations are dynamic and the environment
account implicit relations such aghieve(y)_Lachieve(—p), changes continually over time. Since this environment is
achieve(p) Leease(p), maintain(p)Lavoid(p), and so highly parameterized, the experimenter can alter varicis a
forth. pects of it through a set of available "knobs”, such as the

Figure 3 shows the actual structure of tlieal Model rate at which new holes appeadyfamisn), the rate at
that each agent ownsPRACTI ONI STAgent is the ab- which obstacles appeahdstility), difference in hole scores
stract class that has to be extended when developifvgriability of utility), and so forth.

PRACTIONIST agents). Such a model stores informa- Such applications, with a potentially high degree of dy-
tion about declared goals (with their internal propertiesamism, can benefit from the adoption of a goal-oriented
i.e. success and possibility condition) and the four typekesign approach, where the abstraction of goal is used to
of relations these goals are involved in. Specifically theéeclaratively represent agents’ objectives and statedfaifsa
interface Goal Rel ati on provides the super interfacethat can be dynamically achieved through some means.
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< <interface s>
GoalsRelation

+verifiesRel{goall; Goal, goal2; Goal): Goal
PRACTIONISTAGent /] R

< <interface s> < <interfaces > < <interfaces = < <interface s>
DependencyRel | |EntailmentRel | | PreconditionRel | | InconsistencyRel

goalriodel
0.* 0.* 0.* 0.*
1 goalHandler
k 0.1

ActiveGoalsHandler faoaMaodel e
+addDesire(goal: Goal): boolean . 1
+addIntention{goal; Goal); boolean L 0. = +add(goal: Goal): hqo\ean
+addIntendedMeansStack (ims: Object, im: Object, goal: Object ) == Desire +addirel: GoaksRelation): boolean

A <<interfaces > [ g

+isImplied{goal: Goal, is; Object): Goal Goal " el TOETAIEMEtveGDals(goal: Goal): Vector
+\sInch5|sEer§(gDal:(Goal): Enulean e G a +Qe$ependdete(3cgls(‘g(ualz ﬁ}u(;a\):l)\levctcu;
+poplntendedteans (ims: Ohject, im: Chject P = - +getPreconditionGoals(goal: Goal): Vectar
+Eu?hlntendedmeans(\ms: Oljjject, im: Ollj_]ectJ goal: Ohjert) . Intention |7 applcabla) +isInconsistent (goal: Goal, activeGoal: Goal): Goal
+solvelnconsistentGoalfgoal: Goal): boolean +auccesd() +islirmpliedBy(goall: Goal, activeGoalsList: Vector): Goal

Fig. 3. The structure of the support for the goal model in tRAGTIONIST framework.

Figure 4 shows the Tileworld environment, where newWML class diagram with dependencies stereotyped with the
agents can be added or removed and the corresponding meme of the goal relations. Actually some relations onlydhol
rameters can be dynamically changed. under certain condition and the diagram does not show such

In our Tileworld demonstrator two types of agents werdetails.
developed, the Tileworld Management Agent (TWMA) and According to the diagram, the TWPA has to be
the Tileworld Player Agent (TWPA): the former is the agentegistered with the TWMA before increasing its
that manages and controls the environment, by creating awbre (the goalScorePoi nts depends onthe goal
destroying tiles, holes and obstacles, according to thenpar Regi st er Wt hManager ). Moreover, in order to score
ters set by the user; the latter is the agent moving within tipeints, the TWPA has to fill as many holes as possible (the
grid and whose primary goal is to maximize its score by fillingoal Fi | | Hol e entails the goal Scor ePoi nt s). But, in
holes with tiles. A player agent does not get any notificatiaorder to fill a hole, the TWPA has to hold a tile and find a
about the environment changes (i.e. by the management)agdmile (the goalFi | | Hol e depends orthe goalHol dTi | e
but it can ask such an information (e.g. what the curreahd requires the godti | | Hol e as precondition; finally,
state of a cell is) by means of sensing actions, in order tile TWPA has to find the tile to hold it (the gaddbl dTi | e
adopt the best strategy on the basis of the current statehat the goaFi ndTi | e as a precondition).
the environment. In fact, for each state of the environmentAccording to the above-mentioned description, the follow-
(e.g., static, dynamic, very dynamic, etc.) at least aesfats ing source code from the TWPAgent class shows how goals
provided. All the strategies are implemented through ptaas and relations among them are added to the agent and thus
share the same goal and differ for their operative conditiohow to create the goal model through the PRACTIONIST
(i.e. the context). framework:

It should be noted that, since PRACTIONIST agents afotected void initialize()
endowed with the ability of dynamically building plans stag {
from a given goal and a set of available actions, some siesteg .

L - _Coal Mbdel
could be generated on-the-fly by taking into account emgrgin
situations. /| Goal declaration

The player agent has beliefs about the objects that a@n add(new RegisterWthManager ());

. L " . gm add( new Scor ePoints());
plaqed into the grid, its position, its score, the state & th g add(new Hol dTi I e());
environment, etc. gm add(new FindTile());

The TWPA top level goal is to score as many points agm add(new Fill Hol e(get Bel i ef Base()));
possible, but to do this, it has to register itself with the?™ add(new Fi ndhol e()):

manager, look for the holes and for the tiles, hold a tile, and/ rel ati ons anong goal s
fill a hole. gm add( new Dep_Scor ePoi nts_Regi st er Wt hManager ());

We designed the TWPA by adopting the goal—orientecgm :gggﬂgx Eg;-?fﬂﬁg?'enf;rg}”?;f())

approach described in this paper and directly implementegin add(new Pre_Hol dTi | e_Fi ndTil e());
its goal-related entities (i.e. goals and relations) themkne  9m add(new Pre_Fi Il Hol e_Fi ndHol e()):
support provided by the PRACTIONIST framework. In figure

5 a fragment of the goal model of the TWPA is shown as}a

gm = get Goal Model ();
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Fig. 4. The Tileworld environment.

In order to better understand how the above-mention&dl | Hol e does not need to include the statements to desire
relations are implemented, the following source code showgher the dependee (i.¢dol dTi | €) or precondition (i.e.
the precondition relation among the goatsl dTi | e and Fi ndHol e) goals, as shown in the following code fragment.
Fi ndTi | e:

public class Pre_Hol dTile_FindTile

public class FillHol ePl an extends Coal Pl an

i npl ement s Precondi ti onRel public void body() throws Pl anExecuti onException
{
public Goal verifyRel (Goal goal 1, Goal goal 2) String posPred = "pos(obj1: X obj2: V)";
AbsPredi cate pos =
; ; : Bel i ef Base().retri eveAbsPredi cat e(
if((goall instanceof HoldTile) && get .
(goal 2 i nstanceof FindTile)) AbsPr edi cat eFact ory. creat e(posPred));
return new FindTil e; ) )
int xPos = pos.getlnteger("obj1");
return null : int yPos = pos.getlnteger("obj2");
} doAct i on(new Rel easeTi | eActi on(xPos, yPos,
} U twaSer ver . get Hol eVal ue(xPos, yPos)));

When the player agent desires to pursue a goal, it checks }
if this goal is involved in some relations and in that case
it reasons about them during the deliberation, means-ends, ] o
and intention reconsideration processes. Thus, devedapdy | "€ Tileworld domain highlights how the PRACTIONIST
need to specify goals and relations among them at the des@jtd! model is particularly adequate to model dynamic envi-
time. ronments in a very declarative manner.

As an example, when the TWPA desires to fill a hole (i.e.
Fi | | Hol e), according to the defined goal model and the VII. CONCLUSIONS AND FUTURE WORK
semantics described in section 2, the agent automaticdllly w In the PRACTIONIST framework, desires and intentions are
check if it just holds a tile (i.eHol dTi | e); if not, such a mental attitudes towards goals, which are in turn consitlere
goal will be desired. On the other hand, the agent will chees descriptions of objectives.
if it has found a hole (i.eFi ndHol e) and again, if not, it In this paper we described how a declarative representation
will desire that. of goals can support the definition of desires and intentions

Moreover, when pursuing the go&i | | Hol e, the agent PRACTIONIST agents. It also supports the detection and the
will continuously check the success of all its dependeegyoaksolution of conflicts among agents’ objectives and aatisi
(i.e. Hol dTi | e) and maintainthem in case of failure. This results in a reduction of the gap between BDI theories

It should be noted that the plan to pursue the goahd several available implementations.
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We also described how goals and relations are used by
PRACTIONIST agents during their deliberation process anle]

the execution of their activities; particularly it is deibed how

agents manages these activities by using the support for the

goal model shown in the previous sections.

It should be noted that, unlike several BDI and non-BD

3

agent platforms, the PRACTIONIST framework supports thes]
declarative definition of goals and the relations among them

as described in this paper. This provides the abilitpétieve

if goals are impossible, already achieved, incompatiblén wi
other goals, and so forth. This in turn supports¢benmitment

5

(6]

strategiesof agents and their ability to autonomously drop,m

reconsider, replace or pursue intentions related to agtiads.

The ability of PRACTIONIST agents to reason about goals
and the relations among them (as described in section 1V)
lets programmers implicitly specify several behaviours fo[g]

several circumstances, without having to explicitly codehs

behaviours, letting agents figure out the right activity to
perform on the basis of the current state and the relationsj

among its potential objectives.

Goals can be adopted throughout the whole development
process. Thus, we are defining a development methodolqgy

where goals play a central role and maintain the same seman-
tics from early requirements to the implementation phase.

As a part of our future strategy, we aims at extending ther)

proposed model with further properties of goals and retatio

among them. Finally, we aim at applying the concepts and
the model described in this paper in the development pb)

real-world applications based on BDI agents.
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