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Abstract— Due to their many advantagesover their hardware-  Francillon [4] and SchSfer et al[5], who describe the
based counterparts Software Defined Radi® are becoming the  possibility of eavesdropping, an-in-the-middle and aknial of

new paradigm for radio and radar applications. In particular, service attacks isimulated environments
Automatic Dependent SurveillanceBroadcast (ADSB) is an .
emerging software defined radar technology, which has been Unfortunately, nost research efforsmed atdetecing and

already deployed in Europe and Australia. Deployment in the US ~ Mitigating ADS-B vulnerabilities lacka systemsengineering

is underway as part of the Next Generation Transportation  methodologytherefore failing to address the problem from a
Systems (NextGen). In spite of its several benefits, this technology holistic perspective. For instance, many lack a comprehensive
has been widely criticized for being designed without security in  approach to perforrattack analysis and mitigatioandassess
mind, making it vulnerable to numerous attacks. Most their impact on applications of ABB technology,which we
approaches adressing this issue fail to adopt a holistic propose in this paperConversely system engineering
viewpoint, focusing only onpart of the problem. In this paper, we  techniques such asse casesnd interaction diagramshave
proposea methodologythat uses semantic technologigs address  peg widely usedin other domainsto model the system

the security requirements definition from a systemic perspective. pehaviorandits interactionwith users which isdone fromthe

More specifically, knowledge engineering focusedn misuse early designing steps in tisgstemifecycle.
scenariosis applied for building customized resilient software

defined radar applications, as well as classifyingcyber attack Misuse case [6] extend the concept of use case
severity according to measurable security metricsWe showcase developmentto model potential undesirable behaviot$he
our ideas sing an ADS-B-related scenario developed to evaluate technique haseen gaining popularityn recent yearsas a

our research. means toenhance systersecurity by modeling undesirable
) ) ) behavios, ensuring these are addressed during sysiesign
Keywords— Ontologies Misuse case, Cybersecurity, AEES Misuse casesepresent the threats to a systatra high level

perspectivewhile the stepby-step details are represented using

matactivity dagrams The later is key for devisingways of
Since firstproposedn 1991 by Joe Mitoldl], the concept thwarting attack but both areessential fodesigningresilient

of Software Defined RadidSDR) hasreceived considerable systems

researchinterest The idea ofmigrating hardwardasedradio ) L .
functionalty to software and among other benefits, Another important technolgy for designing systems is

dynamically optimize the spectrum usés compelling Not Ontologyengine_ering OntoIogiesrepr_esenknowledgewithin
surprisingly, the concept is now applielapplicationsvhose & specific domain bjormally describingits key concepts and

focus spans from cognitive radito radar applications. the relationships amonghem They allow for automated
knowledge managmeent and discoveryia logical inferenes

In particular, Air Traffic Control (ATC) systems research and have beerapplied toa variety ofapplications,such as
becamea natural area for SDRslue toa pressingneed for  health care and ariifial intelligence. Yet, there has been a
modernizing itscurrent standardsmost stemming fromthe  surprising lack of research in the ontology community for
1970s. In this caext, Automatic Dependent Surveillance desgning secureSDR applications and only a few have been
Broadcas{(ADS-B) has emerged as the leading technolioy  proposing to leverage ontologies in this gea.[7]).
radar surveillanceand has been already deployed in Europe, i i )

Canada and Australia. Thed. S. Federal Aviation Our work bridges this gap by proposinga new
Administration plans to have it deployed by 208s part of methodologyfor building reS|I|entS_DR appl|c.at|onsthat re_l_|es
NextGen [2]. Most aircraft manufacturersare already On ontologies We leverage their reasoning capabilitites
equippng their newest modelwith ADS-B, which is present automate the modeling ake casg misise casg makactivity

in aircraft such athe Boeing 777andtheAirbus A38Q diagrams mitigation case diagrams and tigition activity
diagrans, all within the designphaseof the radar application in

In spite of its successADS-B has several critics. guestion. We present the approacin this paper, and

Strohmeier et al3] point outthe huge lack of securigaused  contextualize our ideas usiag ADSB ATC scenario

by the fact thaADS-B sendsts packets in clear teximakingit , , o

vulnerable to attacks that target the confidentiality, integrity, QUr methodologybrings three main contributionsto the

availability and norrepudiation properties of the dafghis esign of secure AD8 systemsFirst, we applied semantic

concern is consistent with reseeh done by Costin and technologiesn support tosecurity and requiremesinodeling

. INTRODUCTION
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formalizing knowledge relevant t&DR systemsfor building  than the incoming reflected pulseada circuitry isextremely
resilient radametworks To the best of our knowledge, this is complex. ADS-B also hasan advantageover Secondary
the first approach tdo so.Other research efforts that leveraged Surveillance Radars (SSR) which relies on aircraftborne
security ontologies either focused on security in genewah  transpondersottransmittheir positiors. Unlike ADSB, SSR
as[8], or ona specific domainsuch ag9]. The work in this  must rely oncooperation by pilots and mostly for that reason
paperformalizes the kawledge ofsecure ADSB systemsn a - its operatiortends to be errgprone.

way that can be extended to other SDR applications In spite of theseadvantagesADS-B has its own share of

The second mar contribution of this paperis the limitations due to itsvulnerability to cyber attacksSeveral
application ofinferential reasoningo enhancesecurityrelated publicationson ADSB security (e.g. [4], [5] and[14]) used a
design activities Examples include automated verification of simulated environment to demonstrate various typextatks
whether the maactivity and mitigation activity diagrams are targeing this technology mostly using low costequipment
consistent with misuse case and mitigation case diagranihe primarysourceof vulnerabilily is that datas sent n clear
respectively and checking whethethe mitigation techniques text, without authentication or encryptio®ome of theADS-B
caneffectively thwart the potsial attacksin this initial work,  attacksdemonstrated in simulated environmests
we used ProtZgil0] to develop our ontology and thHeellg

reasonefL1] to support the automated verification x Eavesdropping: performedwith low cost radio device

operating atLl090 MHz combined withan open source

The third major contribution of our paper is the implementation of ADSB receiver Basically,one can
developmentof measurable security metrics to classihe eavesdrop oall air traffic within the rangef the radio
detected attackaccording to a taxonomy that we also define in device. Although eavesdropping igchnically not an
this paper We usethe work in [12] as a referencewhen attackby itself it is a prerequisite step for many others.

developinghe metrics we definefhr ADS-B applications L )
X Injection Attacks: performed byan attackethatemits

The rest of thepaper is organized as follows. Section Il ADS-B messages referencing fake aircraft (i.e.
presentdackground information about ADE and enumerates “injects” a fake aircraft) that interacts with the trajectory
some of the security issues discussed in the literature. Section of areal aircraft, forcingts pilot andthe ATC service
Il describes our methodolog$ection IV illustrate the use of to adopt unintendedctions to avoid collisionsThese
our methodology bypresentingan applicationscenam. In attacks usually rely on a precediegvesdropping phase
SectionV, we showhow to classify the detected attacks using for captring the required parameters.
ontological rules and security metricSection VI describes ) ) )
related work in securing ADB applications, misuse cases, X Denial of Service:these are dsically a “brute force”
and malactivities in securityelated operationsSection VIl version of injection attacks, if less elaborate. The idea is
has our conclusions. to inserta large number ofake aircraftsto the ATC’s

screen, causing a denial of service Air traffic
Il.  BACKGROUND controllers will notbe able to distinguish fake aircraft

One of the main contributions &DS-B to ATC is its from real onesor to preventsystemcraslesdue to the
ability to provide better coverage flexibility, cost heavy load
effectiveness and simplicity than taditional radar. Further x Man in the middle: these can be variations of the
ADS-B caneitherextendradarcoverage or provigla similar above, but with a person in the control of the attadk. |
service inlocatiors without radarcoverage- such asoceanic possille for an aacker to interceptive traffic, sore
routes It alsoredues cockpit activity sincepilots wauld not ADS-B packets modify them and retransmithe
need to provide constant updat€Ehe coss involved in tampered onedack to create confusion irir traffic
deploying and operating aADS-B station are much lower controloperations.

thanthose observed inaditional radar statior{43].

The ADS-B protocolhastwo modes of operationADS-B ) i MET_HODOLOGY )

Out andADS-B In. The firstbroadcast aircraftposition along ~~ The main goal of or workis to helpthe softwarearchitect

with other data overthe 1090MHz frequency band for  in designing thecore systemcomponentswith securityas a
commercial flights andd48MHz band for general aviation. first class citizen, instead of an afterthoughtkey concepis
ADS-B packets are encapsulatedifode S Extended Squitter ~ OUr reliance on ontologies toprovide the ADSB system
frames consisting ofan 8 bits preamble used for designer with an automated way of testing the security features
synchronization and 56 or 112 bitslata block containing the in a cohesive fashioWe adoptedProtZg410] in this research
ADS-B data It is modulated ViaPulse Position Modulation  due toits popularity andbuilt-in reasonerssuch asellet[11]
(PPM)at 1 Mbitper secondate.ADS-B In receivesbroadcasts - Whichwe useto verify the correctness dlfie attackmitigation

from nearbyaircraft This feature is mostly used by ATC techniques. Figure 1 shows a highlevel view of our

services sits deployment is not mandatory to aircraft methodology and highlights theinput it requires fromthe
_ systemsengineer More specifically.
ADS-B presents considerabdglvances whenompared to

Primary Surveillance Radar (PSR) which determines the X Use case diagrasnsystenfunctionalites
approximateaircraft positionby measuring the tima reflected
pulse takes to reach back to its originating radar antenna.
Becausdhe emitted pulse isxanyorders ofmagnitudegreater

X Misuse case diagramsndesiredunctionaliies
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Figure 1: High level view of the methodology

e Mal-activity diagrams: sequence of actions refining &

Misuse case.

¢ Mitigation case diagramsounteractie functionalifes
thatdetector mitigate undesired functionadt.

¢ Mitigation activity diagramssequence of actions that
refine a Mtigating use case

e Baseontology Modek classestheir relationships and
properties othe SDR domain

Figure 2 shows the main conceptwe have included in the

base ontology. Our methodology precisely defines the
PHDQLQJ RI 3VHFXULW\" E\
desired and undesired system behavior. The propdssidn

processtvolves supporting the system designemmdel the
required and undesirable system functioregitusing the
classesinter-class and intr&lass relationshipsand properties

of the base ontology to produce the input listed in Figure 1.

Logical reasoning is used in the process to ensuretleat
design entails the desired camindesired system properties
empoweing thedesignteam with an automateckrification of
the fact that their desgn is compliant with the desigrV
security objectives (i.e. design by contract) The process
outcomes can also hmsedas formalaccountable artifasthat
can be independently verified

IV. EVALUATION

To evaluateif our ideas would result i@ more secure
ADS-B network we have designed an ATC scenario ar
developed an AD® application for this scenario using the
proposed methodologyOur scenario includes a network
topologyconsising of the following components:

¢ Helicoptersthescenario focus on a helicopter operatio
that issupported byan ADSB network

e ATC Center: onemain ATC Terminalreceives aircraft
trackinformation from aradarand an ADSB serverto
providenavigation instructions to the helicopters.

e ATC server receives location updates fromthe
remotdy connectedtelecommunication sites and ABS
B stations It stores the updategn a database and
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evaluaes predefined security constraints, such as
separation between helicopters.

e TelecommunicatiorSites: thescenario includes three
(namedT1, T2 and T3 whichconveylocation updates
to the ATC sever andbroadcashavigation instructions
to helicopterausingADS-B stations

o ADS-B Stations:each of thefive stations §1 to s5
receives ADS-B packets from héopters broadcast
theseto the telecommunication sité is connected to
andforwardsnavigation instructions to the pilots.

e CommunicatiorLinks: transmit data between the ATC
server ADS- B stations andeleconmunicationsites.

Our scenarideverags work such asMagazu [14] shows
that attackhg ADS-B networks can be relatively simpénd
inexpensive by purchasing abasic radio device (even a
computerdonglé and using open sowcsoftware such as
GNU Radio [15] and GrAir-Modes [16] as an ADS-B
receiver. h thescenarigthe attackecan:

e Tamper position: The attacker receives location
updates from a legitimate helicoptasingan ADSB
receiver placedwithin the transmissiorrange. Then,
modifies ADSB packets by either altering the
hexadecimal content or biyserting GPS coordinates
into the packethatmay beinconsistent withthe logical
flight path.

Ot ddite g hosthelitopterW The Biddck&ihtroduces a
new helicopter in the range of an AfBSstation so that
it gets propagated to the ATeenter and consequently
alters flight paths of legitimate helicopter3hat is,if
the fake trajectoryinterfereswith the real arcraft, this
will force active interference by the flight controllers

e Flood an ADS-B station: The attackepverwhelmsan
ADS-B stationwith fake packets affectingthe control
of helicopterswithin range of that stationThat is a
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Denialof-Serviceattack.

X Flood ATC/RADAR: similar to the previous attack but
this is doneat a larger scale to overwhelmany orall
ADS-B stations If successful,this would adversely
affect regionahir traffic.

The following mitigations are viable against these attacks

X Check Hash: Embeda hash of theADS-B payloadin

the packet to preserwata integrity using preshared
hashing metadata

x Rate Limiting: Rate control the packets received from
communication links ofite ADS-B stations.

The core functionalities of thapplicationare represented
with use casesThe attackdo be prevented during the design
phaseare representedising misuse casesand counteraction
techniquesare representedusing mitigation cases. Taken
together, theseepresentthe high-level security objectives of
thesystem

To achievesecurity design objectives our methodology
requiresmore detail fromthe systemarchitect who has to
define diagrams conveying the activitiemjatactivities, and
mitigation activities- all consistent with contempany design
activities for largescaleresilient systems Figure 3 illustrates
the combined view of thesliagrams. In the figureeverylane
is annotated with a name of an actmd the actionsBlack
ovals indicate maéctivities whilewhite ovals indicate normal
or mitigation activities.To facilitate understanding for the
methodology, we now provide an overview of each lane:

X Helicopter lane the blackfilled circle designate the
start of the“Broadcast location” usage scenario. Ovals
“Get self location” and “Broadcast location” designate
the two activities that are responsible, respectively, for
getting the location of the helicopter and sending it via
ADS-B Out. The black rectangle indicates @i node.

It models how locatiowlatais broadcasted to all nearby
helicopters.

X Attacker lane the three back ovals show how the
misuse case “Tamper position” works. Oval “Receive
location” indicates that the attackerreceived the
location update rbm the legitimate helicopterOval
“Tamper location” describes how the attacker crafts
fake location inside the ADB packet while oval “Send
fake location” broadcasts the altered packet back to the
nearby ADSB stations.

X Comm Link 1 lanepval “Transmit” indicates how the
data inside the packet is physically transmitted. This
activity is part of “Transmit data” use case.

X ATC Server:oval “Receive” designates that the ADSB
packets are received. However, oval “Check Hash”
represents mitigation activity as part ¢fCheck Hash”
mitigation case. It indicates that the ATC server checks
the received hash against the hash it computes based on
the payload of the received packet. TH&amond
indicates a decision node. Based on the outcome of the
computation of the above sleribed condition, the ATC
server directs the flow of the whole scenario
accordingly. If the result is a mismatch, then it connects
to the oval “Discard” which is a normal activity
indicating that the ATC server would just ignore the
packet before ending ¢hscenario by connecting to the
doubleedged black circle.

X ATC Center lane: ithe resultof the previous decision
is a match,the oval “Display air traffic” will be
connectedThis oval ispart of “Display air traffic” use
case”. Similarly, the scenariovould end at this point by
connecting to the doubledged black circle.

All the elements of Figre 3 can be mapped tihe base

ontology classeswhere each lane is an individual of the
Swimlane clasandevery labelhastheactor’s name However,
this mappingdependsn the characteristics of eashbclass
of Actor. More specifically:

X Helicopter andAttacker mapped to the Helicopter
class

x ADS-B station2: mapped tolte ADSB_Station class.

X The blackfilled circle: mapped to amndividual of the
Initial_Node class

x Doubleedged black circtemapped to an individual of
the Final_Nodelass.

X Black rectangles can be mapped to either the
Join_Node class or the koiNodeclass depending on
the incoming and outgoing arrows. Tlgsmodelled by
ontologcal restrictions linking eactmember of this
class to the number of instance thfe Node class
connecedto it.

X White ovals indicate a normal activity and are

X ADS-B Station 2lane the black retangle indicates
join node showing how the ADB station receives
location updates from the helicopter and the attacl
The two ovals‘Receive location” and “Send location”
in this laneare two activities as part of “Replay Data”
use case.

X Telecom Si¢ 1 lanethe two ovals “Receive location”
and “Send location” are also part of “Replay Data” use
case and show how the ABES packets are replayec
through the telecom sites.

Helicopter

Get self location

Broadcast location

ADS-B
Station 2

Comm ATC Server | ATC Radar

Link 1

Telcom
Site 1

Attacker

Recelve location

Check Hash

Send location Transmit

isValid

Receive location

——

Display Al Traffic
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Figure 3: Combined view of activitymnatactivity and mitigation activity
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considered ridividuals of the Normal_Activity_Node
while those indicating a mitigation activity are
considered individuals of the
Mitigation_Activity Node.

e Black ovals areindividuals of the MalActivity Node.

Arrows connecting the elements described above are
mapped to object properties thafate two instances of two
different classesin our work, this is doneusing (ProtZg¥
ontology rules, previously known as Semantéeb Rile
Language $WRL) rules[17]. Each rule imgksthe consequent
(right hand side a.k.a. head) from thanteceden(left hand
side a.k.a.body).

Let  be the statement dtheorem 1, describad Listing 1
It showsa rule that modelsthe fact that SWDP SIRB D W L
PLVXVH FDVH 3SWKUHDWHQV" WKH 3PR!
rue LV SDUW RI WKH 3WKUrhidhe Has¥
relationship in the scenariwhere every helicoptersends a
ADS-B packet containg the required information.

Each packet haa location defineds{latitude, longitude
altitudg . Whentwo packets sent from two different helicopters
reach the ATC Servethe servercompars ther timestampg
and thé locaions. If the timestampsare the sameand the
differences in the received longitudes, latitydasd altitudes
are greaterthan the predefined, then thereasonewiill infer

1 ADSBPacket(?7pl). ATC Server(?a),

2 HashRelation(?pil). Helicopter(?hl). Mal-

3 Activity_Node(Mal-Activity_1). Mal-

4 Activity Node(Mal-Activity 2), Mal-

5 Activity_Node(Mal-Activity_3).

6 Misuse_Case(Misuse Case_1).

7 Mitigation Case(Mitigation Case 1),

8 Swimlane(?s1). TimedRelation(?trl).

9 comprise(Misuse_Case_ 1. Mal-Aetivity_1).

10 comprise(Misuse Case 1, Mal-Activity 2).

11 comprise(Misuse_Case_1, Mal-Activity_3).

12 computes_hashl{?a. ?pil). computes_hash2(?pil.
13 7pl). genADSBPacket(?hl. 7pl). occupies(?hl.
14 ?s1). receives_updates1(?a. ?trl).

15  receives_updates2(?trl, 7pl).

16  computed hash(?pil. ?cHashl), hash(?pl.

17 Thashl). notEqual{?hashl, ?cHashl) —

18  Attack(TamperPosition).

19  isAssociatedWith(TamperPosition. 7s1). <H
20 mutigates(Mitigation Case 1. Misuse Case_1).
21  participates_in(?hl, Misuse Case 1),

22 associated_obj_prop(Mal-Activity_1.

23 'receives_updates"string).

24  associated obj prop(Mal-Activity 2.

25  "genADSBPacket" " string).

26 associated_obj_prop(Mal-Activity 3.

27  "broadcastADSBPacket" " string).

28  isActorMalicious(?hl. true)

Listing 2

WKH 3SWKUHDWHQV The P#iét FedsofeliRrs H thaWidmes of thenakactivities associated with the attack.

gathers the data and objectoperies of the individuals . ) ) )
concerned by the defined rulendtries to infer the heaelin The main idea here is that if the ATC Server receies
this casghe SWKUHDWHQV ™ RfE BuEceiinSibiiyS HR3ge! froma helicopter, then it computess corresponding
3W K U H Bl &b@edr as highlighted and we can get the hash based ame SDFNHWV SD\ORD® tHe @ash FRP
corresponding explanation. received in the packet. We assume that the ADBacket
) ) containsa hashin its payload If these values matchhenthe
THW % EH W KHTNeWdn/2 iglviti@vin IRsling 2. ATC Serverproceeds with broadcasting the pack@herwise
It shows the rule proving that the mitigation case succeeds iimarks the helicopter that sent the forged packet as malicious
thwarting the previously detected misuse case that threatens®Q G WKH 3PLWLJDWHV' REMHFW SURSFH
given use case of the system. It also tags the actor in questigftier to prove this theorerthe Pellet reasoner checks the data
as maicious and associates the attack with its swimlgcfe  and object progrties of the individuals concerned by thige
Figure 3). Thereforetagging the associated object properties asandtries to infer the head of the rule. In this cabé,succeeds
in doing s@ the object relations in the head appear as
highlightedandwe can get the explanation of the proof.
ADSBPacket(7pl). ADSBPacket(7p2).
ATC_Server(?a), Helicopter(?hl). Helicopter(7h2). vV
Misuse_Case(Misuse_Case_1), '
TimedRelation(?trl). TimedRelation(?tr2).
Use_Case(Use_Case_3).
broadecastADSBPacket(?hl. 7pl).
broadcastADSBPacket(7h2, 7p2).
genADSBPacket(7hl. 7pl), genADSBPacket(7h2,
7p2). receives_updates(ThZ, 7pl),
10 receives_updates1(?a. 7trl). receives_updates1(?a.
11 ?tr2). receives_updates2(?trl, ?pl).
12 receives_updates2(7tr2. 7p2), altitude(?pl. 7altl).
13 altitude(?p2. Talt2). icao(?pl, 7idl), icao(?p2. 7id2). °
14 latitude(?pl. 7latl). latitude(7p2, 7lat2).

CLASSIFICATION OF ATTACKS USING METRICS

In this section, we describ¢he taxonomy we have
developed forthe message injection ADB attacks.It is
composedoy three classes of attagkdassified based on the
difficulty of implementabn and the location of the radio
device that was used by the attacker. These classes are as
follows:

R=R--E I« NV RV IV

Medium-level attacks: in this type of attacks, the

15  longitude(?pl. 7longl), longitude(?p2. ?long2).

16 time_wvalue(?trl. 7tl), time wvalue(?tr2, 7t2).

17 subtract(?dalt. Zaltl. 7alt2). subtract(?dlat. 7latl.

18  7lat2), subtract(?dlong. Tlongl. ?long2), abs(?adalt.
19 ?7dalt), abs(7adlat. 7dlat). abs(?adlong, 7dlong).

20 equal(?tl. 712). greaterThanOrEqual(?adalt, 50).

21  greaterThanOrEqual(?adlat. 0.05).

22 greaterThanOrEqual(?adlong. 0.02), —

23 threatens(Misuse Case_1. Use Case_3)

Listing 1
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attacker generates the malicious ABSnessages to be
injected in a typically random wagnd he does not
move the equipment used to launch the attack. For
instance, the attacker ca®nd a massive amount of
ADS-B messages whose locations are within rérech

of the ATC Sever with fake aircraft identifier iorder to
obstruct the view of the radar display and thus prevent
the air traffic controller from performing his duties.



e Advancedlevel attacks: where an attacker uses are equal to zero. The estimatéotreal difference

sophisticated flight simulator programs along with the would be within thepredefined thresholds
radio device in order to send a raagealistic flight path o Expert-level attacks An attack belongs to ihclassif
that cannot be detected as fake easily. For example, one  the velocityis comparable to the one of a real aircraft.
popular program that can be used to achieve this is Besides the sendetocation differencecannot beequal
FlightGear [18]. In this case, the location of the to zerg and the estimatetb-real differencehas tobe
equipment used to perform the attéckixed within thepredefinedhresholds

e Expert-level attacks: similar to the advancebtvel We now focus onhow the proofs of the theorens are

attacks exceptfor the factthat the equipment used to generatedusing ontological rulessimilarly to the previous
launch the attack is located in aircraft. This kind of  section of this papeDue to spacdimitations, we restrict the
attack isharderto test since it requiresophisticated explanation tothe ontological rulesused forcomputng the
equipmentand procedures estimateeto-real difference metricand for classifying an
attack as belonginto mediurdevel attacks class respectively

Classifying attacls detectedusing the techniques described in Listings 3 ands,

in the previous ection requirecollecing parameterspeeded
for deciding if an attack belongs to particular attackclass In Listing 3, we collet GPS properties of the malicious
mocelled in an ontology ruleWe leveragedhe work in[12], a  actor, afterverifying thatthe packethe sent hadeached the
well-known standardthat provided us with a reference for ATC Server. Then, we compute the properties of the estimated
checking under which category our metricgllf into. We  to-real metric relatively to longitude, latitude and altitude.

definad three security metrics, which are described as follows: In Listing 4, we collect the dataquided by all the metrics

e Sender Location Difference the absolute value of the and define the condition®r deciding whether an observed
difference between th@iangulated sender’s location at  attackbelongs to the mediutevel attacks class.

two consecutive timeg and . We assure having . . .
appropriated meansf triangulation which is needed We had to makeseveral assumptions regarding the metrics.

gy : Firsty, we assumed that there is a mechanism to trianghlkate
:grcgi?/g”:l')m;%hs alglfcftu'?ﬂig fr:]r;?r;e?sd%rrgfgﬁ ddg\?vrﬁhetrue ?gcgtion of the sender of the packetich would faciligt;gte
into three submetrics whch correspond to the COMPUting its location difference metric. Secdyd we
differences betweelongitudes, latitudesind altitudes. assum_ed that itis possm_le to estimate the Iocatlo_n of an aircraft
' at all times which isrequired for computinghe estimatedo-
e Velocity: which is the speed of the aircraft at a time  real difference metric.

e Estimated-to-Real Difference which is the absolute For each metric used in this evaluatiowe havewritten a
value of thedifference between the estimated locationcorresponding rule thahe Pellet reasoner can use against the
of an aircraft and the location retrieved from the ABS defined individuals to determine its value. The first rule is
packet at timet. We assumg the capability of related to the sender locatioifference metric Basically, it
estimating aircraft locations at all timeEhis metric is ~ gets the triangulated sender locations at two consecutive time
also composedby three sukmetrics correspondinga  Stefs and calculates the absolute value of the difference of
difference of longitudes, latitudes and altitudes. altitude, latitude and longitude. The second aderessethe

velocity metric and extractits value at a certain timby using

After careful consideration, we came to a conclusion thafhe ADSBPacketand TimedRelationentities. The third rule,
these three defined metricdlfunder the Cyber Intelligence

Threat Analysis categoryAfter all, these metrics collect

practical dataabout the attacksandallow the security analyst % ADSBPackey( "1’.1}‘\;’%“ _Server(?a),
to classifycyberattacls based on pattesrof wrong behavior. 2 EstimatedReal Diff( fd)‘ _ .
In our methodology, thesenetrics are used by thePellet 3 EstimationRelation(?erl), Hehco?re}('hl);
reasonerto automaticallyclassify the type of attackThe 4 TumedRelation(?trl), estimates_positionl(7a.
relationshis between the @scribed classes of attacks and the 50 Yerl), ’3Smm“f"_l?m‘“ml:(‘?ﬂ'1~ ’pl).
security metricaredescribed as follows 6 gelL@SBPaEkCI[111:1' :Pll))
7 recelrves updatesl(’a, trl).
e Medium-level attacks an attack belongs to igclass 8 1‘ecei‘\'es:lLlpJ(lalgg:(”?ll‘l_ 7pl),
if the sender location difference and the veloaity 0  estimated alt(?erl, ?el). estimated lat(7erl,
equal to zeroAn attacker whose physical location 10 ?2¢2). estimated lon(?erl, 7e3).
does nothange, is of course velikely to havesuch 11 altitude(?pl. 7altl), isActorMalicious(7hl, true),
characteristics. Further, he estimatedo-real 12 latitude(?pl. ?latl), longitude(?pl. ?lonl),
difference has to begreater than a predefined 13 abs(7adalt, ?dalt). abs(?adlat, ?dlat), abs(7adlon,
threshold for the longitude, latitude and altitude. 14 ?dlon). subtract(?dalt, 7altl, 7el). subtract(?dlat,
Consequently,if the location retrieved from the 15 ?latl.?e2). subtract(?dlon. ?lonl, %e3) —
ADS-B packetis not within the aircraft envelope 16 er diff alt(%ed. 2adalt). er diff lat(?ed, 2adlat).
then such packemost likelycomesfrom an attacker. 17 er_diff lon(?ed, ?adlon)

e Advancedlevel attacks An attack belongs to th

. . . . Listing 3
classif the sender location difference and the velocity 9
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problem of securitywithin the SDR domain by leveraging

Attack(?at), EstimatedRealDiff(?er). knowledgefrom semantic models and ontologies.

SenderLocationDiff(?s]). Velocity(7v),

bt =

3 hasMetric(7at, Zer), hasMetric(?at, 7sl). In [91, B<elh§;1rt et al. introd_uced a f(ameyvork for b_uilding
hasMetric(at. 7%). er diff alt(%er. Yer alf). security ontologieshat assists in providing risk analysis. The
er diff lat(%er, %er lat). er diff lon(%er, 2er lon). authors used_ an incremtal approach where they start with a
sender_diff_alt(2sL, ?dI3), sender_diff lat(7sl genericsecurity taxonomyormalized in an ontology and they
2dI1), cender diff lon(2sl. 2 dLE)._v Sp;cd[?v_ 7vs). enhance iy integrating risk factors, constraints, threats and

countermeasured.his work concentrate on risk management
involving IT-security tasks in a compamyhile our goal is to
create a methodology to secure ABSietworks.

equal(?d11, 0)., equal(?d12. 0). equal(?di3. 0).
equal(?vs, 0), greaterThan(?er_alt, 40),
0 greaterThan(7er lat. 0.5). greaterThan(%er lon. 0.5)
11 — attack category(?at, "Medium"""string) In [20] Magklare}s an(.j Furnell _proposed an approwch
- T N addressnternal IT misusevia a classification ofmisusers and
their motives as well aghe implications of the misuse on the
which deals with the estimated-real difference, gets the systemlIn our paper, wadopteca more flexible representation

coordinates of both the estimated position and the real positid] Misuses which relies on misuse case and +aelivity

before calculating the absolute valuetioé difference in ters ~ diagrams.Moreover, theirwork describessecurity in general
of latitude, longitude and altitude. while ours focuses on security in AEEBS networks. The

authorsprovided a mechanism of determining the threat level

The knowledge derived from these rules caprovide thatis similar to our workin which we classify the attacks
reasonablensighs into attack classification We developed according to the taxonomy. The main difference is that we
different rules to classify an attack aaoding to its category in - employ theorem proving with a semantieweb inspiredrule
the taxonomy.For example an attack that belongs to the system while theirwork is basedn an analyzermodulebuilt
mediumlevel category would have a null velocity, a null aspart of their proposed framework.
sender location differenceand its estimatetb-real metric . )
would exceed the defined threshottonversely the advanced In [21], McCallie et al. assesd ADS-B security by
level category would have its attackith a null velocityand a  detecting and classifying attacks that may target ABS
null sender location differencbut its estimatedo real metric  @pplications. They provide some general recommendations on
would not exceed the defined threshdltiisis expectedgiven ~ NOW to thwart these attacks. In contraste provide a
the wse of flight simulator versus generating random values if"ethodology to be applieshenanalying thesecurity ofSDR
the mediurdevel category. Finally, an attack would be in the @Pplications.

expertlevel category if the velocity is comparable doreal Similarly, Costin and Francillorf4] demonstrated thlack
aircraft while its sender location differenaeould begreater of security of ADSB by implementing attacks in a legost
than zeroand its estimatetb-real metric would not exceed the Simulated environment They d|d not focus on attack
pre-definedthreshold. mitigation. In contrast, our methodology assists $iystems
engineerin formulating security requirements by pretjyse
VI.  RELATED WORK definingand verifing thesefor SDR applications while using
In [7], Massacciet al. proposed an ontology for security automated design verification fattacks and their mitigations.
requirements by extending existing ontologies with situational In [22], Whittle et al. proposed a technique for modeling
and context awareness. The authors contextualize their ideas ¥ssible éttacks and fnitigag them. They employmisuse
an ADSB case study. This work is similar to ours but the mai : : .
: . , . ases to model undesirable system behavior. The approach
difference is that thefocused on GPS spoofing attackshile " : Y v P

dd ect ttackghat difficult t models misuse casas aspectsnsertsthesein the core system
We addressnessagenjection attackshatare more difficuit 10 e a1 res pefore integrating mitigation techniquéken they
realize as stated bfg].

use theattacks as test cases to evaluhte desigrrobustness.

Oltramari et al[19] descrbed an approacto supportcyber  Although air objective is similar to theirdut we base our
operations by enhancing the situational awarendas a methodologyon ontologies tosupportthe systendesignfrom
combination of cognitive modelling and ontology engineeringthe ground upwith security as an integral design aspeot
They plan to evaluate their approach by applying it to design &ontrastthey use prior work on state machines

cyber defense application. However, their work is not specific In [23], Sindre introduced the concept of maativity

to SDRapplicationsbut tocyber operations general diagrams as an enhanced form of activity diagrams where each
In [8], Obrst et al. presented a methodology for buildingactor of the system, normat malicious, occupies a swimlane
cyber security ontologies based on a malware ontology. Thignd starts normal or malicious activity nodé3ur approach
methodology outlines the steps tlaae requiredor buildinga  uses the concept of a madtivity diagram and integrates it in
cyber security ontologyand providegenera guidelines for  the design process with the support of ontesg
enhancing the cyber security domain with semantic models.
The main difference between this work and ourthésr focus
on security from a general standpoint, starting from a wid
characterization of malwardn our paper, wetackle the

— NS G0 - O LA e

Listing 4

In [24], El-Attar presented a toolotconverta textual
description of the systeto a model taking into consideration
the security aspects in term afisuse case and rmattivity
diagram. This isachieved with support fronwo tools One
transforms the textual description to a confesé grammar
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which is used to build the first metaodel. Theothercreates [9]
the metamodel that captures the muaktivity diagrams. This
work appears similar to oursbut ElAttar’s main goal is to
create metanodels from textual descriptioin contrastwe 10]
formally capture the diagrams using ontological rules ané
verify thatthe statedrelationshipsbetween them exist usirg
theorem prover.

VIl. CONCLUSION [11]

ADS-B has emerged as a promising technoldoy
optimizing the use of the air space while lowering costs and!?]
increasing the security of air traffic operatiohndering this

progress many securityvulnerabilitiesin the protocolhave [13]
been discoveed, generating gressing needor a holistic,
systemsoriented @proachto properly address theroblem.  [14]

Within this context, in this paper wegsenta methodology

that relies ontime-tested traditional requirerents engineering  [13]
while leveragingadvanced semantitechnology concepts to [16]
automatethe process of requirement verification. We have;7
tested the methodology in an AEESscenario, and were able to
support the system design translaing security requirements

into formally verifiable claims Finally, we used logical [18]
reasoningto ascertainthe validity of the mitigating solutions [19]
and classifythe attacks using security metrics.

We plan to further evaluatthe methodology ircomplex 20]
simulation environments that will provide a better
understanding of its broader impaatdesigningresilient SDR
applications.Future workon the methodology alsmvolves  [21]
standardizing its procedures they would be applicable to the
field of SDR applications in a consistefashion.In this paper
we have focused on the initial phases of the systegmeering [22]

life-cycle but the methodologycan be easily expanded to
formalize andautomate other parts of the systems engineering
life cycle Examplesof the latter include supporting tfeoff
analysis of adding security features agaitheir associated [23]
cost,validation and verification of the actual system based on
stakeholder requirements (e.g. FAA specs for different types of
systems), and others that would benefit from the forma@izat [24]
of the design process with a focus on its security requirements.
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