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Abstract: The execution of business processes produces lots of events that
can be used by complex event processing systems to analyze and improve the
processes. Typically, events are stored in an event log repository that can be
used to identify meaningful patterns of events, such that it is possible to react
to them during process execution. However, in many cases it is beneficial
to deal with those events before they actually occur to avoid an undesirable
outcome, e.g., machine failure or poor performance indicator. Therefore, we
present a system architecture connecting the operation of a process engine
with a proactive framework. The framework forecasts events, provides the best
corresponding action and generates appropriate business rules that can be
used by the process engine to make optimal decisions during process runtime.
An elaborated example demonstrates the utility of our concept.
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1 Introduction

By introducting the term complex event processing (CEP) [Luc01], Luckham
emphasized the need for methods and tools supporting the management of today’s
IT systems being characterized by their event-driven nature. This is apparent by
the large amount of scientific work that has been published on the subject since. In
principle, CEP is about deriving complex events on the basis of patterns of events
and reacting to them appropriately, e.g., by executing simple actions like buying a
certain amount of stocks [EB09].
CEP can be related to business process management (BPM). BPM is concerned
with concepts and techniques that can be used to model, enact and analyze business
processes [Wes12]. The connection to CEP is established by realizing that the
execution of business processes produces events that can be consumed by CEP
systems. Those events typically have a meaning in the context of the business
process or influence what will happen at a later point in time. CEP techniques
can be used to respond to the occurring events in a reactive manner. However,
in [EN10] it has been noted that CEP could not only be used in a reactive but also
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in a proactive manner. The difference is that in proactive event-driven systems
prediction techniques are applied in order to forecast future events and react to
them before they occur, instead of after [EE11,EEF12,WGET12]. A little over
a decade ago this has been considered “beyond the state of the art” [Luc01, p.
46], but in recent years the research field of proactive computing in CEP has
evolved [EE11,EEF12,WGET12]. not only in CEP [EE11,EEF12,WGET12] but
also in different areas of computer science, e.g., in dependable systems [SLM10].
The advantages are that it is possible to prevent the event from occurring, e.g., in
case of failure of a machine, or to influence it in some way such that it leads to an
improved performance indicator value. A detailed example dealing with the latter
case is given in Section 2.
The remainder of this paper is structured as follows. Section 2 describes the example
used to illustrate our concept and formulates the requirements for proactive decision
support in a generic way. Section 3 explains how this problem can be approached by
a proactive framework. Furthermore, it describes the complete system architecture
of our concept and shows how the running example can be applied to it. This is
followed by related work in Section 4. Section 5 concludes the paper.

2 Motivating Example

As an example of how the application of proactive techniques can improve a
performance indicator value like time to repair, we present an example elicited and
adapted from an event log of a simulated process used in the tutorial of the process
mining tool ProM 1 and illustrated as a BPMN diagram in Figure 1.
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Figure 1: Telephone repair process
1http://www.promtools.org/prom6/
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In this scenario a telephone company takes repair requests of its customers. There
are two data objects in use: the defective phone and a repair report that holds
various kinds of information which is updated during the execution of the pro-
cess. The report’s data model is shown in Figure 2. After the phone has been
registered, it is analyzed to determine the type of the defect and the report is
updated appropriately. Subsequently, the repair procedure is planned in that values
for the fields repairType, solver and tester are set. The value of repairType is
dependent on the defect type (some defects are simple, others are complex) and is
the basis for the following gateway decision, leading to a simple or complex repair.

Report

-phoneType
-defectType
-repairType
-solver
-tester
-defectFixed
-state

Figure 2: Repair report data
model

The solver field determines the technician as-
signed to the current repair case and tester in-
dicates who will test the phone afterwards. The
activity plan repair is connected to a data storage
containing business rules. Those rules are used to
set the values of the report and will be mentioned
again below. If the repair was successful, it can
be archived, otherwise it needs to be replanned
and restarted.
In our example, the telephone company has three
kinds of customers, namely gold, silver and stan-
dard. Different kinds of customers have different service-level agreements (SLA).
For gold customers it is stated as follows: For gold customers the repair time is
faster than the mean repair time in 2/3 of the cases. For silver customers the same
holds in 1/2 of the cases and for standard customers no guarantees exist.
Thus, especially when dealing with gold customer phones, the objective is to
minimize the time to repair in order to conform to the SLA. We could pursue this
intent by first recognizing that, on average, the activity repair (complex) takes longer
than repair (simple). Hence, preferring the latter might be beneficial. However,
the simple repair may not really solve the problem with the phone so that the
test activity afterwards reveals that the repair procedure needs to be executed
once again, thereby increasing the time to repair. So we are better off sticking to
the result of analyze defect. Yet, analyzing further, we realize that not only the
type of defect is crucial for deciding whether a simple or a complex repair should
be executed but also other context information like the experience of available
technicians. For instance, consider a scenario in which the detected defect could be
solved with repair (simple) and that it has a certain probability of failing, meaning
that the repair needs to be executed again with that probability. However, suppose
that at the current time there are very experienced technicians available that can
quickly execute a complex repair with a much lower probability of failing the test.
Thus, we would like to recommend this action in case of gold customers.
The example given above demonstrates that there are two aspects that need to
be covered. On the one hand, a prediction framework is necessary that takes as
inputs the events that occurred in the system like a particular result of the analyze
defect activity and that outputs probabilistic events. In the described scenario, the
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output could be the probabilistic event that the process will be faster than the
mean process time.
On the other hand, the probabilistic events need to be processed by an act framework
that implements the proactive behavior by choosing actions that provide the highest
utility. In the example above the utility of executing the action repair (simple) is
weighed against that of repair (complex). The decision can be based on several
factors such as available resources (experienced technicians), process data (result of
analyze defect), overall execution times and costs (more experienced technicians are
more expensive).

3 Proactive Framework and System Architecture

In [EE11] a suggestion is made how to implement these two aspects of the overall
framework. For example, to predict the occurrence of an event with some probability,
a Bayesian network (BN) [Pea88] could be constructed (automatically). Such a
network has a qualitative and a quantitative aspect. The qualitative component is a
directed graph whose nodes represent random variables and whose edges represent
their dependencies. The quantitative component then assigns probabilities to those
dependencies. With a BN, one could state that the probability of failing the test
depends on the repair type and technician chosen earlier and how this probability
affects the objective of being faster than the mean repair time in 2/3 of the cases.
For the act framework some optimization procedure is necessary. Here, Markov
decision processes (MDPs) have been proposed [EE11] to model a sequence of
decision points over time. However, MDPs concentrate on unstructured problems
involving very long or even infinite sequences of decisions [KF09]. Consequently,
they are not suited to be applied to business processes characterized by their
structured execution with well defined start and end events. Rather, we propose
the use of influence diagrams, which essentially are BNs enhanced with decision
and utility nodes. Thus, one can compute how decisions like executing a simple
repair influence the probabilities of other random variables. Furthermore, one can
define the utility of each combination of values of the random variables and thus
compute the action/decision that yields the highest utility value.
In this work, we connect the proactive framework with the operation of a process
engine such that it is possible to incorporate the proactive behavior into running
business processes. This is achieved by realizing that the actions specified by the
influence diagram can be stated as business rules [OMG13] that can be used to
guide the process engine during decision making. In the running example, business
rules are stored in the business rules storage associated with the plan repair activity
in Figure 1. Depending on the kind of customer (gold, silver, standard) and thus
the concrete SLA, the business rules will prescribe how the values of the repair
report are to be set. For example, in case of gold customers the rule could say that
a complex repair should be executed by a technician known to have a high success
rate, such that the SLA is not violated.
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Figure 3: System architecture

The complete system architecture is illustrated in Figure 3. Business processes such
as the phone repair process are executed by a process engine according to their
models. This generates events such as the determined defect type that are stored
in an appropriate repository. The events are then used by the BN component of
the proactive framework to model the qualitative and quantitative dependencies
between the events (interpreted as random variables). For instance, a dependency
between the phone type and the defect type could be established and also how often
a certain phone has a specific defect.
The novelty of our concept rests on the fact that the decision or optimization
component interacts with a business rules storage. On the one hand, the component
reads constraints from the storage, which in the example above would be the SLAs.
On the basis of those constraints it makes requests to the BN in order to find action
assertions that fulfill the constraints with the predicted probability. Concerning
the repair process, this component could try different combinations of repair types
and solvers and ask for the probability of being faster than the mean process time,
given those combinations.
On the other hand, the assertions in turn are written to the business rules storage
and can be read by the process engine during execution. In the example in Figure 1,
this corresponds to the plan repair activity reading from the business rules storage.
An example rule would be to instruct the experienced solver Solver3 to execute a
complex repair, given a gold customer phone of type T3 and defect type 5.
Note that the event log repository in Figure 3 is updated whenever a process
instance is executed. Consequently, the proactive framework has more information
available and can construct more accurate models, which in turn lead to more
accurate actions assertions to be used in future process executions.
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4 Related Work

In the area of CEP, important publications dealing with proactive behavior in-
clude [EE11] and [EEF12], where the current conceptual architecture of CEP
presented in [EN10] is extended to accommodate new artifacts, like predictive and
proactive agents in addition to standard event processing agents. Furthermore, con-
cepts for implementing these new artifacts are investigated, like BNs for predictions
and MDPs for actions.
There also exists a lot of work dealing only with the uncertainty present in event-
driven and rule-based systems. A good overview of the nature of uncertainty in
those systems is given in [WGE06]. This treatment of uncertainty is extended
in [WGET08,WGET12], where the problem of the impact of uncertainty at the
event source on the materialization uncertainty at the event sink is tackled with
the help of probabilistic reasoning using dynamic BNs. However, this work assumes
that rules for event generation and the associated probabilities are already known.
This is often not the case, because even for domain experts it is hard to accurately
specify those rules.

5 Conclusion

This paper presented a system architecture that couples the operation of a process
engine with a proactive framework. The latter consists of a prediction and an action
component. Thus, the probability of occurrence of an event can be computed on the
basis of an event log and correponding actions are proposed that deal with those
events. The actions depend on the specific context of the current process instance
and are supplied to the process engine as business rules that are continuously
updated as more information is gathered.
In future work, more use cases will demonstrate the utility of our concept. Also, BN
learning algorithms tailored to the domain of BPM and CEP will be investigated
and the concept of generating business rules from an optimization component like
an influence diagram that can be used by a process engine needs to be detailed.
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