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Abstract 
 

Semantic Annotation is a challenging research 
direction in the area of Semantic Web. Turning the web 
into a Semantic Web implies widespread semantic 
annotation of documents. But it is still need to be 
investigated further in order to make annotation process 
more efficient, automating it as far as possible. The 
approach described in this paper aims at semi-automatic 
semantic tagging by application of linguistic lightweight 
methods for extraction of relevant concepts and by 
defining appropriate semantic models. 
 
1. Introduction. Problem Statement 
 

In the Semantic Web (SW) vision [1] of the Web 
resources are accessible not only to humans, but also to 
automated processes, e.g., automated "agents" roaming 
the web performing useful tasks, such as improved search 
and resource discovery, information brokering and 
information filtering. The automation of these tasks 
depends on elevating the status of the web from machine-
readable to something we might call machine-
understandable. The key idea is to have information on 
the web defined and linked in such a way that its meaning 
is explicitly interpretable by software processes rather 
than just being implicitly interpretable by humans. Within 
the vision of the SW, ontologies as semantic models have 
become an increasingly important research topic. To 
realize this vision, it is proposed to annotate web 
resources with metadata – data describing their content or 
functionality. Semantic tagging (or annotation) is now 
one of the promising methodologies to define semantic 
structures on the content. 

Semantic tagging is the annotation of each content 
word with a semantic category. In many projects semantic 
categories are assigned on the basis of a semantic lexicon 
like WordNet for English [8]. 

Metadata may carry syntactic or semantic information. 

- Syntactic metadata reflects the information about 
the data types and structures at the computer level. 
It describes non-contextual information about 

content, focusing on elements such as size, 
location or date of document creation providing 
little or no contextual understanding of what the 
document says or implies. 

- Semantic metadata captures the information about 
the contents of the data. It is metadata that 
describe contextually relevant or domain-specific 
information about content based on a domain 
specific metadata model (e.g., industry-specific or 
enterprise specific) or ontology is known as 
semantic metadata. 

Semantic markup of web documents is usually done 
manually with web-based knowledge representation 
languages, such as RDF1 (Resource Description 
Framework) and OWL2 (Ontology Web Language). 

The notion of ontology has been adopted from 
philosophy. In computer science, an ontology3 is the 
attempt to formulate an exhaustive and rigorous 
conceptual schema within a given domain. Typically 
ontology is represented as a hierarchical data structure 
containing all the relevant entities and their relationships 
and rules (theorems, regulations) within that domain. In 
other words an ontology is "an explicit specification of 
conceptualization" [3]. 

Initially in the current project we are focusing on the 
textual documents. The first thing to observe that most of 
them still resides in unstructured text archives, lacks 
metadata and they are only accessible through limited 
search mechanisms. Conversion of documents to semi-
structured semantically annotated documents requires 
heavy costs in manual operations. Transforming textual 
data into semantically annotated documents should be 
largely automated to minimize costly human efforts. With 
rapidly growing amount of on-line web documents we 
will need the tools enable to transform web pages to semi-
structured semantically annotated representation, 
effectively selecting to what text or parts of the text are 
relevant. But if we do not assume that the language used 
by users has to be a sub-set of natural language (NL), it is 
                                                 
1 http://www.w3.org/RDF/ 
2 http://www.w3.org/TR/owl-features/ 
3 http://en.wikipedia.org/wiki/Ontology_(computer_science) 



not possible to use ad hoc small natural language 
processing (NLP) systems, and a successful approach 
demands a system able to tackle the full range of NL 
problems [9], [7]. However, such systems are highly 
expensive to develop, resources and time consuming. 
Therefore we would like to leave out general-purpose NL 
understanding methodologies and turn to the lightweight 
processing. These techniques have advantages of being 
fast and scalable, and in large variety in the disposal. 

We also may distinguish between different input 
documents: 

- structured text, 
- semi-structured text, 
- unstructured plan text. 

For each type of input data different kinds of tools can 
be applied with distinct level of efficiency. 

The main goal of this project is to develop lightweight 
linguistic techniques to assist semi-automatic semantic 
tagging task as far as possible and to investigate their 
performance. 
 
2. Related Works 
 

Along the lines of ontology-based annotation there 
have been various projects, all of which aim at motivating 
people to richly annotate electronic documents in order to 
turn them into a machine-understandable format, and at 
developing and spreading annotation-aware applications 
such as content-based information presentation and 
retrieval. We list some of the current research projects 
which relates to semantic annotation task. 

SHOE Knowledge Annotator [4] is an extension to 
HTML which provides a way to incorporate machine-
readable semantic knowledge in HTML or other WWW 
documents. The Knowledge Annotator is a Java program 
that allows users to mark-up web pages with the SHOE 
ontology. SHOE associates a context with a web page; 
this context can be used to disambiguate terms and 
provide background knowledge that might help in 
interpreting content. It allows representing concepts, their 
taxonomies, n-ary relations, instances and deduction 
rules, which are used by its inference engine to obtain 
new knowledge. 

OntoAnnotate [11] can be regarded as a workbench for 
semantic annotation of documents using domain-specific 
ontologies and this enriching HTML pages with 
semantics that a software agent is capable to 
automatically process the content of the page and reason 
about it. The interface dynamically adapts to the given 
ontology. The tool makes the relationship between 
particular ontologies and their parts, i.e. concepts and 
properties, explicit. The core of OntoAnnotate is used for 
viewing web pages and actually providing annotations. 
The approach uses shallow text processor for German. 

Melita [2] is a semi-automatic annotation tool that has 
an Adaptive Information Extraction engine (Amilcare) 
integrated in it. Melita aims to support the user in the 
process of annotation. The system takes the initiative to 
do any pre-processing which will be used in the future. 
The novelty of Melita is the possibility of tuning the 
Adaptive Information Extraction system altering 
precision and recall, so as to provide the desired level of 
pro-activity and intrusiveness. Melita sorts documents 
after every annotation in order to find the document that 
best covers the unexplored areas of the domain. 
Documents with the least number of tags are taken to 
cover unexplored areas of the domain where new rules 
can be learned if they are annotated. This approach has 
led to a quicker convergence of the learning algorithm 
whilst overcoming the problem of data sparseness. 

SemanticWord [12] is a semantic annotation tool, an 
environment based in MS Word that integrates content 
and markup authoring. It aims to reduce the effort to 
create semantically annotated documents by including the 
features for generation content and annotations 
simultaneously. 

DIAsDEM system [14] was developed for semi-
automated semantic tagging of domain-specific text 
documents. It includes knowledge discovery process. 
This process groups structural text units based on 
similarity of their content. Then acceptable clusters are 
labeled with default semantic names, which are refined by 
experts. Clusters labels serve as semantic tags for the 
corresponding text units. The system derives a flat, 
unstructured DTD that semantically describes an archive 
of XML documents. 

The approach towards SW Information Extraction (IE) 
presented in [13] is implemented in KIM – a platform for 
semantic indexing, annotation, and retrieval. It combines 
IE based on the text engineering platform GATE with 
SW-compliant knowledge representation and 
management. The cornerstone is automatic generation of 
named-entity (NE) annotations with class and instance 
references to a semantic repository. The semantic 
annotation offered here is a specific metadata generation 
and usage schema targeted to enable new information 
access methods and extend existing ones. It is based on 
the hypothesis that the named entities mentioned in the 
documents constitute important part of their semantics. 

Among the examples of multilingual semantic 
annotation let us refer to MUCHMORE project [10] 
where an XML annotation format and tool are developed 
on the basis of English-German corpus. The annotation 
scheme was designed specifically for the purposes of 
Cross-Lingual Information Retrieval in the medical 
domain so as to allow both efficient and flexible access to 
layers of information. Parallel English-German corpus of 
medical abstracts is used and annotated with linguistic 
information (tokenisation, part-of-speech tagging, 



lemmatisation and decomposition, phrase recognition, 
grammatical functions) as well as semantic information 
from various sources. The annotation of medical terms 
(concepts), semantic types and semantic relations is based 
on the Unified Medical Language System (UMLS). 
Additionally, EuroWordNet is used as a general-language 
resource in annotating word senses and to compare 
domain-specific and general language use. A major aim 
of the project was also to complement existing 
ontological resources by extracting new terms and new 
semantic relations. The annotation scheme presented 
conceptually relates to stand-off annotation. 

As we see from the variety of projects usually the 
solutions realize the following approaches. Large part of 
the semantic annotation intelligent tools that provide user 
with semi-automatic tagging facilities use knowledge 
learning techniques. The next well-known method uses 
regular expression based rules in conjunction with 
various semantic techniques to extract ontology-driven 
metadata from structured and semi-structured content. 
Often solutions are not general-purpose, but adapted to 
one particular semantic model and allow extraction of 
concepts from the restricted predefined range. 

 
3. Our approach 
 

In our project we are addressing the problem of 
automating semantic annotation. 

We develop our approach basing on two main 
assumptions. First assumption is that in order to perform 
semantic tagging, this process needs to be sufficiently 
supported by lightweight NLP instruments, rather than 
relying on the heavyweight natural language processing 
approaches of building general purpose text 
understanding system. 

Starting from the ontology-based tagging approach in 
current project, the markups for semantic annotation are 
supposed to be taken from the predefined semantic 
model, i.e. ontology. It reflects the user’s vision of the 
domain. Ontologies allow one to define what is relevant 
to a particular problem and what should be ignored. 
However, as we may observe from the real life situations, 
what is relevant in data source for one user is not 
necessarily relevant for the other user. The approach of 
defining the unique domain ontology for a single way of 
annotation cannot always cover all the variety of possible 
concepts for any probable future user. New user can have 
own vision on the domain, which was not reflected in the 
model before. Distinct conceptual models can be applied 
to the same documents collection. Then, there are plenty 
of ontologies that also change over the time to reflect 
changes in the world. 

From this observation we naturally derive our second 
initial assumption that the documents should not be 
annotated with some fixed ontology once and forever. 

The same text could be annotated with different semantic 
metadata by different users depending on the user’s 
current vision of problem and on his/her goals in current 
search and consequently the information he/she is 
interested to extract. 

The most difficult and tricky issue doing annotation is 
that the algorithm has to decide the degree of irrelevance 
of the text for it not to be included as related to the 
concept node of semantic model. The problem can be 
formulated as follows: given the text unit and the concept 
definition we have to decide if the input relates to this 
concept, eventually defining the measure of relevance. It 
would be the first answer when performing semantic, 
instead of syntactic tagging. 

In this, also it is important to make sure that irrelevant 
concepts will not be associated and matched and that 
relevant concepts will not be discarded. In other words, it 
is important to insure that high precision and high recall 
will be preserved during concept selection for document 
unit. For this purpose the processing environment, having 
in disposal the range of shallow tools, may also posses the 
tuning facilities to vary the level of performance. 

In order to provide the motivating example for 
possible applications consider the following use case 
scenario. Usually large organizations have a huge 
collection of textual data (internal and external 
documents, web resources, etc.) on the domain. The 
problem that often rises up when mining this information 
is extraction of data relevant to the goals of current 
particular request. The ontology-based models can be 
fruitfully deployed to facilitate information selection 
requests. Ontology-based approach demonstrates its 
power over keyword-based search techniques by 
providing many different levels of abstraction in a 
flexible manner with greater accuracy. The semantic 
structure provides index terms (concepts) that can be also 
used to match with user queries. 

Keeping in mind all the described above aspects of the 
problem statement, the logical architecture of the 
semantic annotation system to be developed in this 
project foresees three main structural modules: 

- Semantic modelling module: its functionality will 
deals with domain semantic model (re)definition 
and processing; 

- Language processing module: its purpose is to 
provide variety of linguistic instruments to 
support different kinds of text processing and to 
regulate the desirable granularity of semantic 
annotation; 

- Output representation module: to assist analysts to 
handle both plain textual, as well as user-friendly 
graphical views and storing of documents 
processing results. 



At the conceptual level with respect to semantic 
annotation task we need to answer the following 
questions: 

- How to adapt the given general semantic model to 
particular domain; 

- How to annotate text at the finely grained level of 
semantic model classification. 

The main problems to be addressed in this work at the 
design level are: 

- The choice of the knowledge representation 
language to develop semantic models; 

- The choice of the linguistic tools for efficient 
tagging. 

In order to start experiments with lightweight tools, 
first we developed our prototype, which used pattern-
based domain dependent method to extract the relevant 
data. Extraction processing part was implemented in TXL 
programming language4. 

 
4. Conclusions 

 
The presented work considers the problem of 

automating semantic annotation. With rapidly growing 
amount of on-line web documents transforming textual 
data into semantically annotated documents should be 
largely automated to decrease costly and time-consuming 
human efforts. 

Approach suggested here concentrates on the 
application of shallow text processing techniques for the 
associating semantic metadata to the documents’ content 
on the text units level in order to find the parts, which 
particularly relates to the concepts. The pool of concepts 
is given by the semantic model and provides the set of 
appropriate tags for annotation. 

The goal of this project is to experiment with different 
kinds of lightweight linguistic tools of various types and 
to investigate the different levels of semantic annotation 
accuracy. 
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