Derivative Code by Overloading in C++

Introduction and Summary of Features

dco/c++ version 3.2.pre

Klaus Leppkes, and Johannes Lotz, and Uwe Naumann
The publications of the Department of Computer Science of *RWTH Aachen University* are in general accessible through the World Wide Web.

http://aib.informatik.rwth-aachen.de/
Derivative Code by Overloading in C++

Introduction and Summary of Features

dco/c++ version 3.2.pre

Klaus Leppkes, and Johannes Lotz, and Uwe Naumann

Lehr- und Forschungsgebiet Informatik 12:
Software and Tools for Computational Engineering
RWTH Aachen University, Aachen, Germany
Email: info@stce.rwth-aachen.de

Abstract. dco/c++ is a flexible and efficient implementation of first- and higher-order tangent and adjoint Algorithmic Differentiation (AD) by operator overloading in C++. It combines a cache-optimized internal representation based on C++ expression templates with an intuitive and powerful application programmer interface. It also has bindings in Fortran and MATLAB. dco/c++ has been applied successfully to a number of numerical simulations in the context of, for example, large-scale parameter estimation, shape optimization, or computational finance. dco/c++ is under active development. This report provides a basic reference in form of a brief introduction to derivative code resulting from the application of AD to numerical simulation programs, a description of the four fundamental differentiation modes (first- and second-order tangent and adjoint modes, respectively) and a list of all features of the current version of dco/c++. An in-depth discussion of the latter is beyond this document. Further information on the tool can be obtained by contacting

info@stce.rwth-aachen.de.
Chapter 2

Introduction

We consider implementations of multivariate vector functions

\[ f : D^n \times D'^n \to D^m \times D'^m : (y, y') = f(x, x') \]

as computer programs over some base data type \( D \) (for example, single or higher precision floating-point data, intervals, convex/concave relaxations, vectors/ensembles).\(^1\) The \( n \) active (also: independent) and \( n' \) passive inputs are mapped onto \( m \) active (also: dependent) and \( m' \) passive outputs. The given implementation is assumed to be \( k \) times continuously differentiable at all points of interest implying the existence and finiteness of the Jacobian

\[ \nabla f = \nabla_x f(x, x') \equiv \frac{\partial y}{\partial x}(x, x') \in D^{m \times n}, \]

the Hessian

\[ \nabla^2 f = \nabla^2 f(x, x') \equiv \frac{\partial^2 y}{\partial x^2}(x, x') \in D^{m \times n \times n}, \]

if \( k \geq 2 \), and of potentially higher derivative tensors

\[ \nabla^k f = \nabla^k f(x, x') \equiv \frac{\partial^k y}{\partial x^k}(x, x') \in D^{m \times n \times \cdots \times n}, \]

We denote

\[ \nabla^k f = \left( \left[ \nabla^k f \right]_{i_1,\ldots,i_k}^{j_1,\ldots,j_k} \right)_{i=0,\ldots,m-1}^{j_1,\ldots,j_k=0,\ldots,n-1} \]

and we use \( * \) to denote the entire range of an index. For example, \( [\nabla f]_i^* \) denotes the \( i \)th row and \( [\nabla f]^*_j \) the \( j \)th column of the Jacobian, respectively. Algorithmic differentiation is implemented by overloading of elemental functions including the built-in functions and operators of C++ as well as user-defined higher-level elemental functions.

1 First-Order Tangent Mode

Generic first-order scalar tangent mode enables the computation of products of the Jacobian with vectors \( x^{(1)} \in D^n \)

\[ y^{(1)} = \nabla f \cdot x^{(1)} \in D^m \]

through provision of a generic first-order scalar tangent data type over arbitrary base data types \( D \).

\(^1\) We assume that the arithmetic inside \( f \) is completely defined (through overloading of the elemental functions; see below) for variables from \( D \).
2 First-Order Adjoint Mode

Generic first-order scalar adjoint mode enables the computation of products of the transposed Jacobian with vectors \( y^{(1)} \in D^m \)

\[
x^{(1)} = \nabla f^T \cdot y^{(1)} \in D^n
\]

through provision of a generic first-order scalar adjoint data type over arbitrary base data types \( D \).

3 Second- and Higher-Order Tangent Mode

3.1 Generic second-order scalar tangents

Instantiation of the generic first-order scalar tangent data type with the generic first-order scalar tangent data type over a non-derivative base data type yields the second-order scalar tangent data type. It enables the computation of scalar projections of the Hessian \( \nabla^2 f \in D^{m \times n \times n} \) in its two domain dimensions of length \( n \) as

\[
y^{(1,2)} = < \nabla^2 f, x^{(1)}, x^{(2)} > = \left( x^{(1)^T} \cdot \left[ \nabla^2 f \right]_{i \cdot i} \cdot x^{(2)} \right)_{i=0,\ldots,n-1} \in D^n
\]

for \( x^{(1)}, x^{(2)} \in D^n \) over arbitrary base data types \( D \). The computational cost of accumulating the whole Hessian over \( D \) becomes \( O(n^2) \cdot \text{Cost}(f) \). with both \( x^{(1)} \) and \( x^{(2)} \) ranging independently over the Cartesian basis vectors in \( D^n \).

3.2 Generic third- and higher-order tangents

Instantiation of tangent types with \( k \)th-order tangent types yields \((k+1)\)th-order tangent types.

4 Second- and Higher-Order Adjoint Mode

4.1 Generic second-order scalar adjoints

Instantiation of the generic first-order scalar adjoint data type with the generic first-order scalar tangent data type over a non-derivative base data type yields a second-order scalar adjoint data type. It enables the computation of scalar projections of the Hessian \( \nabla^2 f \in D^{m \times n \times n} \) in its image and one of its domain dimensions as

\[
x^{(2)}_{(1)} = < y^{(1)}, \nabla^2 f, x^{(2)} > = \left( y^{(1)^T} \cdot \left[ \nabla^2 f \right]_{j \cdot j} \cdot x^{(2)} \right)_{j=0,\ldots,n-1} \in D^n
\]

for \( y^{(1)} \in D^m \) and \( x^{(2)} \in D^n \) over arbitrary base data types \( D \). The computational cost of accumulating the whole Hessian over \( D \) becomes \( O(m \cdot n) \cdot \text{Cost}(f) \). with \( y^{(1)} \) and \( x^{(2)} \) ranging over the Cartesian basis vectors in \( D^m \) and \( D^n \), respectively.
4.2 Other generic second-order adjoints

Instantiation of the generic first-order vector adjoint data type with the generic first-order scalar tangent data type over a non-derivative base data type yields a second-order adjoint data type. Similarly, instantiation of the generic first-order scalar adjoint data type with the generic first-order vector tangent data type over a non-derivative base data type yields a second-order adjoint data type.

Symmetry of the Hessian in its two domain dimensions yields the following additional second-order adjoint data types: Instantiation of a generic first-order tangent data type with a generic first-order adjoint data type over a non-derivative base data type yields a second-order adjoint data type for computing

\[ < y^{(1)}_{(2)}, \nabla^2 f, x^{(1)} > = \left( y^{(1)}_{(2)} \cdot \left[ \nabla^2 f \right]_{j}^{j,*} \cdot x^{(1)} \right)_{j=0,...,n-1} \in D^n. \]

Similarly, instantiation of a generic first-order adjoint data type with a generic first-order adjoint data type over a non-derivative base data type yields a second-order adjoint data type for computing

\[ < x_{(1,2)}, y^{(1)} > = \left( y^{T}_{(1)} \cdot \left[ \nabla^2 f \right]_{j}^{j,*} \cdot x_{(1,2)} \right)_{j=0,...,n-1} \in D^n. \]

4.3 Generic third- and higher-order adjoints

Instantiation of tangent types with \( k \)-th-order adjoint types yields \((k+1)\)-th-order adjoint types. Similarly, instantiation of adjoint types with \( k \)-th-order tangent or adjoint types yields \((k+1)\)-th-order adjoint types.
Chapter 3

Features (Summary)

We list all features of the current release of dco/c++ without further explanation. Contact info@stce.rwth-aachen.de to find out more.

In blue new features in this release.

- stable
  1. generic first- and higher-order tangents (scalar mode / vector mode)
  2. generic first- and higher-order adjoints (scalar mode / vector mode)
  3. blob tape / chunk tape, file tape
  4. activity analysis for recording
  5. thread-safety by support for multiple tapes
  6. external adjoint interface, i.e. support for user-callbacks
  7. adjoint code module interface
  8. direct tape manipulation (user-defined gradients)
  9. tape compression (tape-based preaccumulation of gradients/Jacobians)
  10. Adjoint MPI support
  11. vector of adjoints separated from tape; benefits:
     • arbitrary data type for adjoint vector
     • vector and scalar modes with same data type (no re-instantiation of code base)
     • parallel use of same tape w/ multiple adjoint vectors (e.g. using OpenMP)

- experimental
  1. vector adjoint mode with multiple tape support: ga1vm
  2. adjoint code generation during overloading (full unrolling)
  3. debugging using a combined data type: finite differences vs. tangents vs. adjoints; benefits:
     • automatic check of externally implemented adjoints (tangent/adjoint identity)
     • weak discontinuity detection (using finite differences)
     • control flow discontinuity detection
  4. dco/map: meta adjoint programming (different piece of software)

- prototyped (outlook for v4.0)
  1. C++11 support
  2. code instrumentation for bidirectional dataflow analysis, debugging during tape interpretation, determination of numerical intensive kernels
  3. Linux: HPC version using low-level memory access; benefits:
     • active datatype occupies same memory as passive datatype: simple decay possible;
       zero-copy when calling passive kernels
• fixed size adjoint memory (mem(adjoints) = mem(primals)); only tape grows (sequential write/read only \(\rightarrow\) well suited for writing/reading to/from file)

4. Linux: OpenMP support w/ automatic spawning and reducing of per-thread tapes

5. Linux: fully automatic checkpointing support
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