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Adaptive Routing with Stale Information?

Simon Fischer and Berthold Vöcking

Department of Computer Science, RWTH Aachen University, 52056 Aachen, Germany
{fischer,voecking}@cs.rwth-aachen.de

Abstract. We investigate adaptive routing policies for large networks in which
agents reroute traffic based on old information. It is a well known and practi-
cally relevant problem that old information can lead to undesirable oscillation
effects resulting in poor performance. We investigate how adaptive routing poli-
cies should be designed such that these effects can be avoided.
In our theoretical model, the network is represented by a general graph with
latency functions on the edges. Traffic is managed by a large number of agents
each of which is responsible for a negligible amount of traffic. Initially the agents’
routing paths are chosen in an arbitrary fashion. From time to time each agent
revises her routing strategy by sampling another path and switching with positive
probability to this path if it promises smaller latencies. As the information on
which the agent bases her decision might be stale, however, this does not neces-
sarily lead to an improvement. The points of time at which agents revise their
strategy are generated by a Poisson distribution. Stale information is modelled
in form of a bulletin board that is updated periodically and lists the latencies on
all edges.
We analyze such a distributed routing process in the so-called fluid limit, that is,
we use differential equations describing the fractions of traffic on different paths
over time. In our model, we can show the following effects. Simple routing poli-
cies that always switch to the better alternative lead to oscillation, regardless at
which frequency the bulletin board is updated. Oscillation effects can be avoided,
however, when using smooth adaption policies that do not always switch to bet-
ter alternatives but only with a probability depending on the advantage in the
latency. In fact, such policies have dynamics that converge to a fixed point cor-
responding to a Nash equilibrium for the underlying routing game, provided the
update periods are not too large.
In addition, we also analyze the speed of convergence towards approximate equi-
libria of two specific variants of smooth adaptive routing policies, e. g. , for a
replication policy adopted from evolutionary game theory.

Keywords: adaptive routing, stale information, (evolutionary) game theory

1 Introduction

We study a routing game for networks defined by general graphs where infinites-
imally small pieces of traffic are managed by selfish agents each of which aims at
minimizing her own latency. In contrast to most previous studies for this kind of
game, we do not presume that fully rational behavior of the agents necessarily
leads to a so-called Wardrop equilibrium. Instead we study the question of how
the agents should behave such that the game (quickly) converges to such an equi-
librium. Using well-known potential function arguments known from the analysis
of congestion games one can show that simple best or better response policies in
which agents move their traffic from slower to faster routing paths lead in fact to
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a Wardrop equilibrium. This kind of convergence result, however, requires that
agents always have available the most recent information about the latencies and
can react instantaneously to this information. This assumption, however, seems
be problematic having in mind real-world traffic or communication networks.

In this paper, we investigate how agents should behave if they have to base
their decisions on possibly stale information. In our analysis, we represent stale
information using a variant of the bulletin board model introduced by Mitzen-
macher [12] in the context of dynamic load balancing: From time to time agents
reconsider their routing strategy and possibly map their traffic to a different rout-
ing path. The time intervals between the points at which agents rethink their
strategy are exponentially distributed. For each individual agent, the reconsid-
eration points are generated at a certain Poisson rate. At these points of time,
the agent can decide to map her traffic to a different path based on information
published on a bulletin board. This bulletin board it visible to all agents but it
does not always contain the most recent information. The board is updated from
time to time at least once every T time steps. Using this admittedly simplistic
model of stale information, we observe a phenomenon known also from practical
studies, namely that naive best and better response strategies do not converge
to an equilibrium but result in undesirable oscillation effects [10, 11, 13, 17]. This
motivates us to study the question of how agents should behave in order to avoid
these effects. In fact, we can show that for every set of non-decreasing latency
functions with finite first derivative there is a policy for the agents to reroute
their traffic that avoids oscillation and guarantees convergence to the Wardrop
equilibrium.

Our adaptive routing policies are inspired by the so-called replicator dynamics
known from evolutionary game theory. We study these policies in the fluid limit
evaluating differential equations at discrete time steps. We do not only show that
the considered dynamics converge to a Wardrop equilibrium but also analyze the
time of convergence towards approximate equilibria.

1.1 Description of the routing problem

We are given a network G = (V,E) with latency functions `e : [0, 1] 7→ R
+
0 ,

e ∈ E, describing the latency of an edge as a function of the traffic mapped
to that edge. The domain is restricted to [0, 1] as the total amount of traffic
is normalized to 1. Throughout this paper, we assume that latency functions
are continuous, non-decreasing and have finite first derivative on the considered
domain.

The routing problem is described by a set of commodities I. For commodity
i ∈ I there is a traffic demand di to be routed from node si ∈ V to node ti ∈ V .
W. l. o. g.,

∑

i∈I di = 1. Let Pi be the set of paths connecting si and ti and let
P = ∪i∈IPi. For simplicity of notation, assume that the sets Pi are disjoint. A
flow vector (x)p∈P is feasible if xp ≥ 0 and

∑

p∈Pi
= di for all i ∈ I. Then the

flow on edge e is xe =
∑

p3e xp and the latency of that edge is `e = `e(xe). The
latency of path p is `p = `p(x) =

∑

e∈p `e(xe). Let `max denote an upper bound
on the latency of a path, e. g. maxp∈P

∑

e∈p `e(1).
In the game theoretic model [1, 9, 16, 18], the flow vector x is interpreted

as a population vector, i. e. , we consider an infinite number of agents carrying
an infinitesimal load each, and xp is the fraction of agents sending their load
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over path p. Agents aim at minimizing their personal latency selfishly without
considering the impact on the global situation. One usually assumes that the
agents will come to a flow allocation in which no agent can improve her latency
by deviating unilaterally. A useful characterization of such an equilibrium goes
back to Wardrop [9, 18].

Definition 1 (Wardrop equilibrium). A feasible flow vector x is at a Wardrop
equilibrium iff for all commodities i ∈ I and all paths p, p′ ∈ Pi with xp > 0 it
holds that `p(x) ≤ `p′(x).

We are interested in devising simple adaptive routing policies describing how
the agents should behave so that, starting from any feasible allocation of routing
paths, the system converges to a Wardrop equilibrium. We think that approach-
ing a Wardrop equilibrium is a reasonable objective as such an equilibrium cor-
responds to a fair allocation of routing paths in the sense that no single agent
wants to deviate from this allocation. Recent studies on the price of anarchy
for different kinds of latency functions have also shown that a Wardrop equilib-
rium gives reasonable approximation ratios with respect to the global objective
of minimizing average latencies [15, 16]. Let us further remark that the Wardrop

equilibrium with respect to virtual latency functions he(x) = xd`e(x)
dx +`e(x) min-

imizes average latency with respect to the original latencies. This shows that our
adaptive routing policies applied with virtual latency functions can also be used
in order to converge to a routing plan minimizing average latency, provided that
xd`e(x)

dx is non decreasing, i. e. , the latency functions `e are convex.

1.2 Adaptive routing policies

Our main focus in this paper is on a very broad class of adaptive routing policies
for the agents that can be described in the following way. Each agent revises
her routing strategy, i. e. , her routing path, at discrete points of time called the
agent’s revision points. These revision points are generated at a fixed Poisson
rate for each agent independently. At each revision point an agent performs the
following two steps. Suppose the agents currently uses path p ∈ Pi.

1. Sampling: The agent samples a path q ∈ Pi with probability σpq.

2. Migration: The agent switches to the sampled path q with probability µ(`p, `q).

Let us first give some examples for possible sampling policy. Uniform sampling
means that we assume σpq = 1/|Pi| for all i ∈ I, p, q ∈ Pi. Instead of choosing
strategies uniformly at random, one can also imagine that agents choose other
agents from the same commodity uniformly at random in order to compare their
latencies with the latencies experienced by other agents. This kind of sampling
is usually assumed in evolutionary game theory. We call this approach propor-
tional sampling as the probability that a strategy is chosen is proportional to
the share of the population using this strategy, i. e. , σpq = xq for all p, q ∈ Pi. In
case of proportional sampling, the sampling probability σpq is a function of the
population vector x. There might be other useful generalizations of this kind. In
general, let us assume that σpq is a continuous function of x. Observe that this
also covers uniform sampling, in which case σpq is constant with respect to x.
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Similarly, there is a variety of strategies for the migration policy µ. For ex-
ample, the better response policy is defined by

µ(`p, `q) =

{

1 if `p > `q
0 otherwise.

All migration probabilities µ(`p, `q) that we consider in this paper are non-
decreasing in the latency difference `p − `q. We say that a migration policy is
α-smooth if the ratio µ(`p, `q) is upper bounded by α · (`p− `q), and a migration
policy is smooth if there exists an α such that the policy is α-smooth. (If µ can
be written as a function of `p − `q than smoothness corresponds to Lipschitz
continuity at 0.) The better response policy is an example for a migration policy
that is not smooth. An example for smooth migration policy is the linear mi-

gration policy µ(`p, `q) = max
{

`p−`q

`max

, 0
}

with α = 1/`max. The linear migration

policy in combination with proportional sampling corresponds to the replicator
dynamics considered evolutionary game theory and analyzed in [8].

The sample and migration probabilities that are applied by every agent at
Poisson rate 1 translate into a migration rate rpq at which agents change from
path p to path q.

rpq = xp · σpq · µ(`p, `q).

Assuming that the amount of traffic carried by each agent is infinitesimally small,
we can now describe the behavior of the population in terms of the so-called
fluid-limit. Summing up the migration rates for each a p, we obtain a differential
equation describing the growth rate (or derivative with respect to time) of the
population share for p.

ẋp =
∑

q∈P

(rqp − rpq) (1)

For all policies discussed above the right hand side of this equation is Lipschitz
continuous which, for any initial configuration x(0), guarantees the existence of
a unique solution x(t), t ≥ 0, to this differential equation. The function x(t) is
the trajectory of the population vector over time. Recall that we assumed that
the sampling probabilities σpq are continuous functions of x = x(t). In order to
ensure that the dynamics can converge to a global equilibrium, we additionally
need to assume that σpq > 0, for every t ≥ 0.

Mainly for reasons of comparison, we also consider the best response policy
which is not based on sampling but shortest paths computations. Here, each agent
reconsidering her strategy chooses a best reply, i. e. , a probability distribution of
shortest path, belonging to her commodity. Denote the set of all possible best
replies by β(x). Since the shortest path need not be unique, this leads to a
differential inclusion instead of a differential equation.

ẋ ∈ {y − x|y ∈ β(x)}.

We show that this dynamics does not converge towards an equilibrium even for
simple networks with two links in the model of stale information introduced in
the following section.
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1.3 Models of stale information

For the above derivation of the fluid limit, we assumed that the information on
which the agents base their decisions is always up to date. In order to incorporate
the effects due to stale information, we enhance the model as follows. We use
a bulletin board model similar to the one described by Mitzenmacher in [12].
All information relevant to the dynamics is posted on a bulletin board at the
beginning of a phase of fixed length T . We strongly emphasize that this is a
purely theoretical model that should reflect the effect of stale information in an
as simple as possible way. Similar effects might occur in networks where latency
information is broadcasted from time to time or uploaded to a server from which
it can be polled by clients.

The edge latencies `e, e ∈ E, are posted on the bulletin board. We assume
that the selection rule is based on the latency information on the bulletin board
instead of the true latencies. This way, our differential equation for ẋ(t) now
depends not only on x(t) but also on x(t̂) where t̂ marks the beginning of the
respective phase. This may lead to discontinuities of ẋ at those points of time
when the bulletin board is updated. Given that the right hand side of the differ-
ential equation (1) is Lipschitz continuous there exists a unique solution in each
update period and, hence, on R

+
0 as well.

In contrast to the migration probabilities, the sampling probabilities do not
depend on the latencies, but possibly on x. If this the case then the information
on x may be also posted on the bulletin board and thus stale. Our analysis covers
both current and stale information about x.

1.4 Summary of our results

As a first result we show that any routing policy following the rules for sampling
and migration based on up-to-date information as described in Section 1.2 defines
a dynamics converging to a Wardrop equilibrium. This result holds for the best
response policy as well. In fact, given up-to-date information, the best and better
response policies seem to be the most natural and effective policies. Assuming
the bulletin board model with any update period T , however, neither the best
nor the better response policy converge to an equilibrium but both policies show
oscillation effects even in a simple network consisting only of two parallel links.

This raises the question whether there exist adaptive routing policies whose
dynamics in the bulletin board model converge to a Wardrop equilibrium. We
can answer this question positively by proving a sufficient condition ensuring con-
vergence provided that the update periods for the bulletin board are sufficiently
small. The condition is that the migration policy needs to be smooth. Suppose
the adaption policy is α-smooth, the first derivative of the latency functions is
upper-bounded by β, and the length of the routing paths is at most L. We show
that it is sufficient to update the bulletin board at a frequency 1

T = O(αβ L)
in order to ensure convergence to the Wardrop equilibrium. Observe that the
product αβ is independent of the scaling of the latency functions.

Furthermore, we study the performance of some specific variants of smooth
routing policies. We say that the routing allocation is approximately balanced at
the beginning of an update period of the bulletin board if the latency of almost
every agent is close to the average or, alternatively, best latency within the agent’s

7



commodity in some well defined sense. We say that an allocation is unbalanced if
it is not approximately balanced. Let us remark that the allocation might become
approximately balanced at some point of time and later lose this property again.
Our analysis, however, upper-bounds the total number of unbalanced periods.
We show that the linear migration policy in combination with uniform sampling
admits only O(maxi∈I{|Pi|}αβ L `2max) unbalanced periods, when choosing T =
Θ(1/(Lαβ)). If the number of alternative routing paths is large then this bound
might not be satisfying. We show that a different sampling rule can guarantee a
much better bound. The replication policy, i. e. , the linear migration policy with
proportional sampling, admits only O(αβ L `2

max) unbalanced periods.

1.5 Related work

Mitzenmacher [12] studies a load balancing scenario where jobs are assigned to
machines based on old information. The main technical differences between his
and our work are the following. In Mitzenmacher’s model both the number of
agents (jobs) and the number of resources (machines) go to infinity, but the ratio
between these numbers is finite. In contrast, in our model the set of resources (the
considered network) is finite, but the number of agents is infinite. Furthermore,
in Mitzenmacher’s model, agents enter the system at Poisson rates, allocate their
load to a server, and are removed from the system as soon as their task is
processed whereas in our model, tasks are permanent and agents only reassign
the load. Mitzenmacher comes to the conclusion that placing decisions based on
old information can degrade the performance even in comparison to fully random
decisions. This phenomenon is even more extreme when the used information is
global. Also in our model using old information can lead to a degradation of
the performance. We can show, however, that the system can come to a perfect
equilibrium solely based on old information.

Dahlin [6] shows that using stale load information in combination with its age
and thus employing a greater computational effort can help to improve network
performance. In our scenario, the information about the age of the information
is not available. Cao and Nyberg [5] present an approach which routes the jobs
to the machine with expected shortest queue, but their result is also negative.
They show that this does not always minimize the average waiting time.

The replication policy considered in this manuscript has also been studied
in [8]. It was shown that this policy quickly converges towards a Wardrop equilib-
rium provided the agents always have up-to-date information about the latencies.
The effect of stale information has not been considered in that work. Comparing
the time of convergence towards approximately balanced states, we see that the
dynamics considered in [8] must be slowed down by a factor of Lαβ `max in order
to guarantee convergence.

One question arising in constrained nonlinear optimization (see, e. g. [3]) is
how far and into what direction one can shift a search point improving the
objective function but without violating the constraints. Similar questions arise
in the study of rerouting policies under stale information where it is crucial not
to “overshoot”. However, it is unclear how to make use of techniques from convex
optimization for our purposes.
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2 Preliminaries

When information is always up-to-date, convergence towards Wardrop equilibria
can easily be shown using a potential function introduced by Rosenthal in a
classical paper [14].

Φ =
∑

e∈E

∫ xe

0
`e(x) dx.

This potential function precisely absorbs progress. Whenever an infinitesimal
agent moves from path p to path q thus improving her latency by (`p − `q),
the value of the potential changes by precisely (`q − `p) dx. Hence, a popula-
tion x minimizes this potential function iff no agent can improve her situation
unilaterally, i. e. , x is a Wardrop equilibrium.

Proposition 1. Assume that the functions `e are strictly increasing for all e ∈
E. Then the dynamics described by equation (1) converges towards a Wardrop
equilibrium.

Proof. The proof is an application of Lyapunov’s second method (see, e. g. [4]).
Consider the potential function introduced by Rosenthal in a classical paper [14].

Φ =
∑

e∈E

∫ xe

0
`e(x) dx.

The Wardrop equilibrium can be described by a convex program [1] with Φ as
the objective function. If the `e are strictly increasing, then this program has a
unique solution in the xe variables and therefore, Φ is positive definite up to a
translation and subtraction of Φmin. For the derivative with respect to time we
have

Φ̇ =
∑

e∈E

ẋe`e(xe) =
∑

p∈P

ẋp`p(x) =
∑

p,q∈P

rpq(`q − `p).

We see that rpq is positive if `q − `p is negative and zero otherwise. Hence, every
term is negative and Φ̇ < 0 as long as we are not at a Wardrop equilibrium.
Therefore, Φ̇ is also negative-definite (up to the same translation).

By continuity of the `e, Φ is continuous and has continuous first-order partial
derivatives. Furthermore Φ̇ is continuous by continuity of σ and µ. Thus, Φ fulfills
all requirements for a Lyapunov function [4]. Every vector ẋ points strictly into
every contour set of Φ. Therefore, all solutions converge towards the Wardrop
equilibrium. ut

A similar result holds for the best response dynamics, when information is up
to date. However, the following example shows that best response and better re-
sponse dynamics perform poorly in the bulletin board model with update period
T . We consider a simple network with two links 1 and 2 with latency functions
`1(x) = c, c ∈ (0, 1) and `2(x) = xd. The population (1− x∗, x∗) with x∗ := c1/d

is a Wardrop equilibrium. We are mainly interested in the population share on
link 2 which we denote by x. Then there are 1−x agents on link 1. The solution
to the differential inclusion is unique and is

x(t) =

{

x(0) · e−t if x(0) > x∗

1− (1− x(0)) · e−t if x(0) < x∗.
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Given that x∗ ∈ (α, β), with α = 1
eT +1

and β = eT

eT +1
, and starting with x(0) = α

we oscillate between α and β, i. e. , x(2Tn) = α, x(2T (n+1)) = β for n ∈ N. This
yields a maximum latency of `max = (x(β))d = eT ·d/(eT +1)d, which approaches
1 as d approaches ∞. If we choose c = 1/(eT + 1)d + δ then x∗ = c1/d = α + δ′

where we can make δ′ arbitrarily small by choosing δ arbitrarily small. In order
to reach a state where `max ≤ (1 + ε)c we must have

T ≤
ln(1 + ε)

d
= O(ε/d)

This shows that the best response dynamics cannot guarantee convergence how-
ever small we choose the update period T . Note that for this simple network,
all better response dynamics and best response dynamics behave roughly in the
same way.

3 Convergence under Stale Information

In this section we will establish the main result of this paper. We will give an
upper bound for the update period T such that our policies still converge. We
cannot expect all policies of the form of equation (1) to converge in the bulletin
board model if we allow arbitrarily steep latency functions. Also we cannot expect
convergence if the migration rule µ is very sensitive to small latency differences.

We show that if the steepness of latency functions and of the migration func-
tion µ is bounded and if the update period T is chosen sufficiently small (depend-
ing on these parameters), we can guarantee convergence in the bulletin board
model. The following lemma shows that the actual potential gain in one round
is at least one half of the virtual potential gain “observed” by the agents based
on stale information and is non-positive.

Lemma 1. Assume that the following three conditions hold.

1. the slope of the edge latency functions `e(·) is bounded by β for all e ∈ E,
2. the migration rule µ is α-smooth, i. e. , µ(`1, `2) ≤ α · (`1− `2) for all `1 > `2,

and
3. the length of all paths p ∈ P is bounded by L.

Then define T = 1/(4Lβ α) and consider a phase beginning at time t with an
update of the bulletin board and ending at time t+ τ , τ ≤ T . For any solution of
a routing policy of the form of equation (1) it holds that

∆Φ = Φ(t+ τ)− Φ(t) ≤
1

2

∑

e∈E

(xe(t+ τ)− xe(t)) · ˆ̀e ≤ 0

while the latter inequality is strict unless x(t) is a Wardrop equilibrium.

Proof. In the following, we omit the index t and write xe = xe(t + τ) and x̂e =
xe(t). Similarly, we add a ˆ to all symbols referring to the stale information that
was valid at the beginning of the phase. The potential change within one phase
is

∆Φ = Φ− Φ̂ =
∑

e∈E

∫ x̂e+∆xe

x̂e

`e(x)dx.
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In order to see the claim we rearrange ∆Φ in a suitable manner. Consider the
agents moving from path p to path q within one phase. Denote this fraction of
agents by ∆xpq. These agents “see” a virtual potential gain of

∆Φpq = −∆xpq ·∆`pq

where ∆`pq = ˆ̀
p − ˆ̀

q. By definition, ∆xpq ≥ 0 with strict inequality if ∆`pq > 0
and thus ∆Φpq ≤ 0 for all p, q ∈ P . As long as we are not at a Wardrop equilib-
rium, a pair p, q with ∆`pq > 0 exists and the inequality is strict. Unfortunately,
this information is not up to date and the true latency difference may be smaller.
The “error” that all the agents make on edge e altogether is

∆Φe =

∫ x̂e+∆xe

x̂e

(`e(x)− ˆ̀
e) dx.

By monotonicity of `e, e ∈ E, this error term is positive for all e ∈ E. In the
following we show that our intuitive partitioning of the potential into observed
potential gains ∆Φpq and error terms ∆Φe correctly sums up to the true potential
gain ∆Φ.

∆Φ =
∑

e∈E

∫ x̂e+∆xe

x̂e

`e(x) dx

=
∑

e∈E

(∫ x̂e+∆xe

x̂e

(`e(x)− ˆ̀
e) dx+∆xe · ˆ̀e

)

=
∑

e∈E



∆Φe +
∑

p∈P,q3e

(∆xpq −∆xqp) · ˆ̀e



 .

Now observe that the term ∆xpq
ˆ̀
e occurs positively for all e ∈ q and negatively

for all e ∈ p. Therefore, we obtain

∆Φ =
∑

e∈E

∆Φe +
∑

p,q∈P

∆xpq ·





∑

e∈q

ˆ̀
e −

∑

e′∈p

ˆ̀
e′





=
∑

e∈E

∆Φe +
∑

p,q∈P

∆xpq · (ˆ̀q − ˆ̀
p)

=
∑

e∈E

∆Φe +
∑

p,q∈P

∆Φpq

=
∑

e∈E

∆Φe +
1

2

∑

p,q∈P

∆Φpq +
1

2

∑

p,q∈P

∆Φpq. (2)

We have seen that the last term is non-positive and negative as long as the phase
does not start at a Wardrop equilibrium. Hence, in order to prove the claim, it is
sufficient to show that the first two terms in equation (2) are negative. In order
to see that this is true, we distribute at most half of the potential gain of the
∆Φpq over all edges e ∈ p∪q. Since these may be at most 2L edges, we can safely
credit each edge e ∈ p ∪ q with a potential gain of ∆Φpq/(4L).

∆Φ ≤
∑

e



∆Φe +
∑

p,q∈P

∆Φe
pq



+
1

2

∑

p,q∈P

∆Φpq,
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where ∆Φe
pq = ∆Φpq/4L if e ∈ p or e ∈ q. By our considerations above, the

∆Φe
pq terms exhaust at most one half of each ∆Φpq. The situation is depicted in

Figure 1.

x̂e

∆xpq

xe
x

`e(x)

ˆ̀
e

`e

−∆Φe
pq

∆`e

∆`pq

4L

Fig. 1. The plot shows the function `e(·) as a function of the edge load x. The area under `e in
the range [x̂e, xe] is its true contribution to the potential difference. The area between ˆ̀

e and
the graph of `e(·) in the range [x̂e, xe] is the error term ∆Φe. The gray area is the (negative)
observed potential gain −∆Φe

pq for the agents moving from p to q.

Let ∆`max = maxp,q ∆`pq. We focus our attention on a pair p, q where ∆`pq =

∆`max. Now, we consider an arbitrary link e ∈ q with observed latency ˆ̀
e. If

∆xe < 0 then the link is even cheaper than expected which even increases the
potential gain. Therefore, let ∆xe > 0. Then there must be at least a fraction of
∆xe agents migrating to a path containing e. (There may be even more, since
other agents may also move away from link e.) In order to give an upper bound
on ∆xe it suffices to count the agents migrating to a path containing edge e and
ignoring the ones leaving edge e.

∆xe =

∫ t+τ

t
ẋe(u) du ≤

∫ t+τ

t

∑

p∈P

∑

q3e

xp(u) · σpq(x(u)) · µ(`p, `q) du

≤

∫ t+τ

t

∑

p∈P

∑

q3e

max
v∈[t,t+τ)

{xp(v) · σpq(x(v))} · µ(`p, `q) du

≤ T · α ·∆`max.

In the last step we used that `p − `q ≤ ∆`max, our assumption on the steepness
of µ, σpq ≤ 1,

∑

p xp = 1, and τ ≤ T . Altogether, this yields the lower bound

∆`max ≥ ∆xe/(T · α). (3)

Furthermore, since the slope of `e is bounded by β, this implies that for the true
latency difference we have

∆`e = `e(xe)− `e(x̂e) ≤ ∆xe · β and ∆xe ≥ ∆`e/β. (4)

By our choice of e, at least for one pair p, q, q 3 e we have ∆`pq = ∆`max.
Comparing −∆Φe

pq with the respective segment of ∆Φe of width ∆xpq shows
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that the first is greater than the second:

−∆Φe
pq =

∆`max ·∆xpq

4L

≥
∆xe ·∆xpq

4L · T · α
(eq. (3))

≥
∆`e ·∆xpq

4L · T · α · β
(eq. (4))

= ∆`e ·∆xpq.

The last equality holds by our choice of T . We see that we can cover the rightmost
segment of ∆Φe by an appropriate ∆Φe

pq.

A similar argument holds for all edges e′ ∈ p with∆xe < 0. This is sufficient to
show that the true potential gain of the agents moving from p to q is still negative.
We now remove these agents from the population and repeat the above analysis
to obtain the same result subsequently for all such pairs p, q ∈ P . Altogether we
have shown that half of the ∆Φpq suffice to annihilate the error terms ∆Φe and
hence

∆Φ ≤
1

2

∑

p,q∈P

∆Φpq =
1

2

∑

e∈E

(xe − x̂e)ˆ̀e

which is our claim. The calculation involved here is the reverse of the calculation
leading to equation (2). ut

This lemma can be used to show global convergence towards a Wardrop equilib-
rium.

Theorem 1. If the conditions from Lemma 1 are met, and if furthermore σpq

assigns non-zero probabilities to all paths and `e is a strictly increasing function
for all e ∈ E, then the solution of dynamics (1) converges towards a Wardrop
equilibrium in the bulletin board model.

Proof. We consider Φ as a function of the edge flows. If the latency functions are
strictly increasing, Φ has a unique minimum. By a translation and subtraction of
minx Φ(x), we have Φ(0) = 0. We use a generalized version of Lypunov’s second
method for differential equations with time delay [2, 7]. We use the notation from
Theorem 6 in [7]. Again, by t̂ denote the start of the last phase starting before
t. Define the Lyapunov functional V to be half of the accumulated observed
potential gain

V(t,x(·)) = Φ(x(0)) +
1

2

∫ t

0

∑

e∈E

`e(xe(û)) · ẋe(u) du

and w(x) = Φ(x). We have V(t, 0) ≡ 0 and, V is continuous in t and Lipschitz
with respect to x. Lemma 1 implies that the true potential gain is always at least
one half of the observed potential gain, and thus, V(t,x(·)) ≥ w(x(t)). Also, the
“derivative of V with respect to our differential equation” denoted V̇(∗) in [7] is
negative definite by Lemma 1. This proves convergence towards the Wardrop
equilibrium. ut
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Remark 1. The maximal slope of the latency function might be an unusual mea-
sure for its steepness. In the literature a more common measure is the degree
of the polynomial growth. Assume that for all e ∈ E the growth of the latency
functions is polynomially bounded, i. e. , `e(x · (1 + ε)) ≤ `e(x) · (1 + ε)d for all
ε > 0 and some d and that `e is convex. The steepest function fulfilling these
requirements and `(1) ≤ `max is `(x) = `max · x

d, which has maximum slope
d · `max at x = 1. Therefore, restricting the growth polynomially to degree d
implies restricting its slope to d · `max.

Remark 2. Lemma 1 also enables us to transfer bounds on the speed of conver-
gence from the model of current information to the model of stale information.
Consider a phase starting at time t and ending at time t + τ . For the round-
based model, ∆xe = τ · ẋe(t). For the bulletin board model (both with current
and stale information on the population shares), xp can grow or shrink at most
exponentially, and thus by at most a constant factor in constant time. For τ ≤ 1
this implies that also ∆Φ ≤ c · τ · Φ̇(t) for some constant c. Hence, bounds on the
speed of convergence that hold in the model with current information and are
based on estimates for Φ̇ also hold in the bulletin board model up to a constant
factor.

3.1 Advantages of Proportional Sampling

Note that the relative latency proportional sampling rule µ(`1, `2) = max{0, (`1−
`2)/`1} is not α-smooth for any α. However, we can show that in combination
with the proportional sampling rule σpq = xq/di, p, q ∈ Pi it is, if latency func-
tions are bounded linearly from below.

Theorem 2. Let `e(x) > β′ · x for all e ∈ E. Then the relative latency propor-
tional migration rule in combination with proportional sampling is 1/(β ′ mini∈I{di})-
smooth.

Proof. Consider two paths p, q ∈ Pi for some i ∈ I. If `p is small, then `q must
also be small. In particular, xq ≤ `q/β

′ ≤ `p/β
′ and we have σpq · µ(`p, `q) =

xq/di ·(`p−`q)/`p ≤ (`p−`q)/(β
′ di). This implies, that the proportional sampling

rule in combination with the relative latency proportional migration rule is 1/(β ′ ·
mini∈I{di})-smooth. ut

3.2 Smoothness is crucial

We can show that for oscillation avoidance α-smoothness is crucial. The following
theorem shows that for given α, β, and L there exists a network and policy with
these parameters such that the policy produces oscillating behaviour if T exceeds
the bound from Theorem 1 by a constant factor. Equivalently, this holds if for
given β, L, and T the value of α is by a constant factor below the respective
bound.

Definition 2 (Oscillation). We say that a function x(·) oscillates if for some
τ > 0 and some t0 it holds that x(t0) = x(t0 + nτ) for all n ∈ N. A differential
equation ẋ = f(x) oscillates if there exists a boundary condition x(0) = x0 such
that the solution orbit oscillates.
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β x

β x β x
β x

Fig. 2. A dynamics that is not α-smooth oscillates in this network if the update frequency 1/T
is too small.

Theorem 3. For any α, β, and L with αβ L ≥ 1 there exists a network in which
the longest path has length L, latency functions whose slope is bounded by β, and
an α-smooth migration rule such that for any T > 8/(αβ L) the differential
equation related to the dynamics oscillates.

Proof. Consider a Network with two paths p and q. Path p consists of L edges
with latency functions `1(x) = β x and path q consists of a single edge with the
constant latency function `2(x) = Lβ/2. We have `p(x) = xp β L and `q(x) =
Lβ/2. The network is depicted in Figure 2. At the unique Wardrop equilibrium
x∗ = (1/2, 1/2), all paths have total latency Lβ/2. Consider the sampling rule
σpq = σqp = 1 and σpp = σqq = 0 in combination with the migration rule
µ(u, v) = min{max{α · (u− v)], 0}, 1}. For simplicity we will also use α′ = αβ L.

We are looking for a starting vector with xq(0) = 1/2 + δ such that xq(T ) =
1/2−δ. As a first guess we choose δ = 1/(4α′). Observe, that µ(`q, `p) = αβ L δ =
1/4 implying xq(t) = (1/2 + δ)e−T/4. We start with the weaker condition

(1/2 + δ) · e−T/4 ≤ 1/2− δ, (5)

which is equivalent to

T/4 ≥ ln

(

1/2 + δ

1/2− δ

)

. (6)

We have

ln

(

1/2 + δ

1/2− δ

)

= ln

(

1 +
2 δ

1/2− δ

)

= ln

(

1 +
1/(2α′)

1/2− 1/(4α′)

)

≤
1/(2α′)

1/2− 1/(4α′)

≤ 2/α′ ≤ T/4

by our assumption on T . Altogether, this shows that Equation (6) and hence
also Equation (5) hold.

If we choose δ ≤ 1/(4α′), then µ(`q, `p) = δ α′. At time T we have

xq(T ) = (1/2 + δ) · e−α′ δ T

which is strictly increasing in δ. Therefore, for some δ′ ≤ 1/(4α′), we must
have xq(0) = 1/2 + δ′ and xq(T ) = 1/2 − δ′ with equality. After this phase,
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a new phase starts with the roles of p and q exchanged. Altogether, we have
xq(2nT ) = 1/2 + δ′ and xq((2n+ 1)T ) = 1/2− δ′ for all n ∈ N. ut

4 Performance Issues

4.1 Uniform sampling

We now consider the uniform sampling rule and the linear migration rule, i. e. ,
σpq = 1/|P | for all p, q ∈ P and µ(`1, `2) = (`1− `2)/`max. We will give an upper
bound for the time to reach approximate equilibria.

Definition 3 ((δ, ε)-approximate equilibrium). An agent is δ-unsatisfied
when it uses a path p ∈ Pi with `p > `min,i + δ where `min,i := minq∈Pi

{`q}.
A population x is said to be at a (δ, ε)-approximate equilibrium if at most ε
agents are δ-unsatisfied.

A stronger definition that would require all paths to be by an additive term
of at most δ more expensive than the cheapest path would be useless, since a
strategy with constant, but very high latency will never get completely extinct. In
the following we show fast convergence towards a (δ, ε)-approximate equilibrium.
Let m = maxi∈I |Pi|.

Theorem 4. Assume that the bulletin board is updated at intervals of length
T = 1/(4L · α · β). For the uniform sampling policy with linear migration policy
the number of update periods not starting in a (δ, ε)-approximate equilibrium is
bounded from above by

O

(

m · L · α · β

ε
·

(

`max

δ

)2
)

.

Proof (Sketch of Proof). We first consider the potential gain of the agents at
the beginning of a phase starting at time t. All agents migrating from one path
to another add a negative contribution to the potential change. Consider a δ-
unsatisfied agent on commodity i. At least with probability 1/|Pi| this agents
samples a cheapest path with respect to her own commodity i. She migrates to
this path with probability at least ((`min,i + δ) − `min,i)/`max and her latency
gain is at least δ. As long as we are not at a (δ, ε)-approximate equilibrium,
there are at least ε such agents at the beginning of the phase. Throughout the
phase, the fraction of δ-unsatisfied agents may decrease. However, for all paths
it holds that −xp ≤ ẋp ≤ xp and hence each population share decreases at most
exponentially fast. After time T there are still at least ε·e−T δ-unsatisfied agents.
We can assume that T ≤ 1. In the worst case, all of these agents belong to the
commodity with largest number of paths |Pi|. Therefore, at every time within
the phase, their virtual potential gain in a time step dt is at most

−e−1ε ·
1

m
(δ/`max) · δ dt

and at the end of the phase of length T , the virtual potential gain is at most
−Te−1εδ2/(m`max). By Lemma 1 the true potential gain is at least half of the
virtual latency gain and hence

∆Φ ≤ −Ω

(

Tε

m

δ2

`max

)

.
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Since Φ is bounded from above by `max, we reach Φ = 0 after at most

O

(

m

Tε

`2max

δ2

)

phases which is our claim. ut

4.2 Proportional sampling

We now consider the uniform sampling rule and the linear migration rule, i. e. ,
σpq = xq for all p, q ∈ P and µ(`1, `2) = (`1−`2)/`max. This dynamics corresponds
to the replicator dynamics considered in evolutionary game theory. We will see
that using this policy we can get rid of the linear term m (which can actually be
exponential in the network size) at the cost of a weaker definition of approximate
equilibria.

Definition 4 (weak (δ, ε)-approximate equilibrium). An agent is δ-unsatisfied
when it uses a path p ∈ Pi with `p > (1+ε)¯̀i where ¯̀

i =
∑

p∈Pi
(xp/di)`p is the av-

erage latency of commodity i. A population x is said to be at a (δ, ε)-approximate
equilibrium if at most ε agents are δ-unsatisfied.

Theorem 5. Assume that the bulletin board is updated at intervals of length
T = 1/(4L · α · β). For the proportional sampling policy with linear migration
policy the number of update periods not starting in a weak (δ, ε)-approximate
equilibrium is bounded from above by

O

(

L · α · β

ε
·

(

`max

δ

)2
)

.

Proof (Sketch of Proof). We use similar argument here. Consider a δ-unsatisfied
agent in commodity i. The expected latency of the strategy she samples is ¯̀

i.
The probability to migrate to this path there is at least ((¯̀i + δ)− ¯̀

i)/`max and
the latency gain is at least δ. Altogether, the virtual potential gain in the phase
of length T is at most

∆Φ ≤ −Ω

(

Tε
δ2

`max

)

.

The rest of the proof is analog to the proof of Theorem 4. ut
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Software Processes in UML

1998-12 ∗ W. Appelt, M. Jarke: Interoperable Tools for Cooperation Support using

the World Wide Web

1998-13 Klaus Indermark: Semantik rekursiver Funktionsdefinitionen mit Strik-

theitsinformation

1999-01 ∗ Jahresbericht 1998

1999-02 ∗ F. Huch: Verifcation of Erlang Programs using Abstract Interpretation

and Model Checking — Extended Version

1999-03 ∗ R. Gallersdörfer, M. Jarke, M. Nicola: The ADR Replication Manager
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2004-09 Joachim Kneis, Daniel Mölle, Stefan Richter, Peter Rossmanith: Param-

eterized Power Domination Complexity

2004-10 Zinaida Benenson, Felix C. Gärtner, Dogan Kesdogan: Secure Multi-

Party Computation with Security Modules

2005-01 ∗ Fachgruppe Informatik: Jahresbericht 2004

2005-02 Maximillian Dornseif, Felix C. Gärtner, Thorsten Holz, Martin Mink: An

Offensive Approach to Teaching Information Security: Aachen Summer

School Applied IT Security

2005-03 Jürgen Giesl, René Thiemann, Peter Schneider-Kamp: Proving and Dis-

proving Termination of Higher-Order Functions

2005-04 Daniel Mölle, Stefan Richter, Peter Rossmanith: A Faster Algorithm for

the Steiner Tree Problem

2005-05 Fabien Pouget, Thorsten Holz: A Pointillist Approach for Comparing

Honeypots

∗ These reports are only available as a printed version.

Please contact biblio@informatik.rwth-aachen.de to obtain copies.
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